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A quantum logic is the couple (L,M) where L is an orthomodular C7-lattice and Mis a strong set of 
states on L. The Jauch-Piron property in the C7-form is also supposed for any state of M. A "tensor 
product" of quantum logics is defined. This definition is compared with the definition of a free 
orthodistributive product of orthomodular C7-lattices. The existence and uniqueness of the tensor 
product in special cases of Hilbert space quantum logics and one quantum and one classical logic 
are studied. 

I. INTRODUCTION 

By a quantum logic we mean the couple (L,M), where L 
is an orthomodular C7-lattice (a logic) and M is a set of states 
on L, which is strong for L, i.e., the statement 

{mEM:m(a) = I} e {mEM:m(b ) = I} 

implies that a<b, a,bEL. We also suppose that the Jauch­
Piron property holds in the C7-form, i.e., that m(ai ) = 1, aiEL, 
i = 1,2, ... if and only if 

m(.A ai ) = 1. 
1=1 

The free orthodistributive product of the orthomodular 
C7-lattices was defined as follows. 1 

Definition 1: Let 9!f be a subcategory of the category of 
orthomodular C7-lattices. AssumeLi (iEl) andL are objects of 
9!f. Then (L,(u i )ief) is a tensor product (or free orthodistribu­
tive product) of the L,.'s if (i) Ui :Li-+L are injections in 
9!f (iEl); (ii)uiefui(Li ) generatesL; (iii) for every at most count­
able subset F of I, /\ iEFui(ai) = 0 for aiELi if and only if at 
least one ai is zero; (iv) ui(ai )+-+uj(aj ) [Le., ui(ai ) is compatible 
with uj(aj )) for any iJEl, i=/=j. 

In the previous paper,2 tensor product of quantum log­
ics was defined as follows. 

Definition 2: Let (Ll,Ml)' (L2,M2), and (L,M) be quan­
tum logics. We say that (L,M)a.f3 is a tensor product of (Li' 
M i ), i = 1,2 if there are mappings a,/3 such that (i) a:Ll 
XL2-+L, (J:Ml xM2-+M, (J(m l ,m2)(a(a l,a2)) = ml(at! 
Xm2(a2); (ii){J[MlXM2] = {{J(m l, m2):m lEMl, m2EM2} is 
strong for L; (iii) L is generated by a[Ll XL2]. 

Without any loss of generality we, may put {J [Ml 
XM2] = M. To make the difference, we shall call the pro­
duct of orthomodular C7-lattices by Definition 1 the "free" 
product and the product of quantum logics the "tensor" pro­
duct. In this paper, we shall study these two products. We 
shall show that the tensor product of complete quantum log­
ics in the sense of Definition 2 can exist only if at least one of 
the logics L 1 and L2 is a classical one (Le., a Boolean algebra). 
Then we shall introduce another definition of the tensor pro­
duct of quantum logics, in which the property (ii) in Defini­
tion 2 is weakened. This latter definition also includes the 
tensor product of Hilbert space logics. 

II. PROPERTIES OF THE FREE PRODUCT 

At first, we shall study the properties of the free pro­
ducts in the category of complete atomistic orthomodular 
lattices. 

Lemma 1: Let L 1'£2,L be complete atomistic orthomo­
dular lattices and let (L,U l ,U2) be the free product of Ll and 
L 2• Then 

ul(a l) /\ u2(a2)lu l(b l ) /\ u2(b2) 

iff allbl or a21b2, where al,blEL l and a2,b2EL2 are atoms. 
Proof Let us consider the setK = {ul(al), ul(bl)l, u2(a2 ), 

u2(b2)1}. Among any three of the elements of K there is one 
which is compatible with the other two, so that K is a distrib­
utive set.3 Then from 

ul(a2) /\ u2(a2)< [ul(bl) /\ u2(b2W = ul(bl)l V u2(b2)1 

we get 

ul(at! /\ u2(a2)«ul(bt!1 V u2(b2)1) /\ u2(a2) 

= ul(bt!l /\ u2(a2) V u2(a2) /\ u2(b2)1 

= ul(bl)l /\ u2(a2) V u2(a2 /\ b ~), 

but a2 /\ b ~ = 0 or a2, as a2 is an atom. If a2 /\ b ~ = a2, we 
have a2<b i. If b i /\a2 = 0, then 

ul(at! /\ u2(a2)<u l(b t) /\ u2(a2), 

Le., Ul.a,(al)<Ul.a,(bt), which implies al<bt, because the 
map 

af---+ul(a) /\ u2(a2) 

is injective.4 

Lemma 2: Let L l , L 2, L be complete atomistic orthomo­
dular lattices and (L, Ul, U2) be a free product of Ll and L 2. 
LetA l ,A2,A be the sets of all atoms inL l, L 2 , L, respectively. 
If(i) ul(a) /\u2(b)eA for any aeA 1 andbeA 2; (ii) allatomsofA 
lying under u2(a2), for any a2eA2, are of the form ul(b) 
/\ u2(a2) for some beA 1; then the maps 

af---+u 1 (a) /\ u2(a2) 

are surjective for any a2eA2• 

Proof Let c<u2(a2 ), a2eA 2• Then there is BeA l such 
that 
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C = ~ ul(b) /\ U2(a2) = (~UI(b)) /\ U2(a2) 

= UI(~b )/\U2(a2) = UI,a2(~b ). 
Q.E.D. 

Theorem 1: Let L I, L 2, L be complete atomistic ortho­
modular lattices and (L, UI, u2) be the free product of LI and 
L 2. If (i) and (ii) of Lemma 2 are satisfied, then LI and L2 are 
irreducible if and only if L is irreducible. 

Proof By Ref. 5, if L is irreducible then LI and L2 are 
irreducible. Let C be an element in the center of L different 
from 0 and 1. We show that there must be an atom b2 in L2 
such that c /\ u2(b2) #0, u2(b2). Indeed, let there be for any 
heA 2 

C /\ u2(b ) = u2(b ) or C /\ u2(b ) = o. 
Then u2(b )<c or u2(b )<c1 for any beA2. Put 
ql = V [beA 2:u2(b )<c J, q2 = V [b:u2(b )<c1}. If bl <ql and 
b2<q2' then u2(b l )<c and u2(b2)<cl, which implies that 
u2(bl )lu2(b2) and, as U2 is an injection, this implies that bllb2. 
From this it follows that qllq2' For any beA2 we have b<ql 
or b1qI' i.e., qIEL;, where L; is the center of L 2 • This is in 
contradiction with the irreducibility of L2 unless ql = I or 
ql = O. If ql = 1, then 1 = U 2(ql) = V b<;q, u2(b )<c, which 
contradicts the supposition. If q I = 0, then q2 = 1 and we get 
a contradiction in a similar way. Now we can use Corollary 3 
(Ref. 6) to show that L is irreducible. 

We say that the elements b,c in a complete atomistic 
orthomodular lattice are separated by a superselection rule7 

iffor any atom a<b V c we have a<b or a<c. 
Lemma 3: Let (L, u I' U2) be a free orthodistributive pro­

duct of LI and L2 in the category of complete atomistic lat­
tices. Let AI' A2, A be the sets of all atoms in L I, L 2, and L, 
respectively. If A = [uI(al)/\u2(a2):aleAl' a2eA2}, then 
ul(a l ) /\ u2(a2) and ul(b l) /\ u2(b2), where aI' bleAl' a2, b2eA2, 
a l #bl, a2 #b2, are separated by a superselection rule. 

Proof Let UI(CI) /\ U2(C2)<ul(a l ) /\ u2(a2) V ul(bl) 
/\ u2(b2), where CleAl' C2eA2. As [ul(at!, u2(b2), U2(C2)} is a 
distributive set, we have under supposition that c2#a2,b2, 

UI(CI) /\ U2(C2)«ul(at! V u2(b2)) /\ U2(C2) 

= U2(C2) /\ u I (a I) V u2(b2 /\ c2) = u I (a I) /\ U2(C2), 

which implies that a l = CI' Similarly we obtain that CI = bl, 
a contradiction. Q.E.D. 

Lemma 4: If a, b are two different atoms in a complete 
atomistic orthomodular lattice L which are separated by a 
superselection rule, then alb. 

Proof Let A be the set of all atoms in L. Then 

(aV b )/\b 1 = V [jeAif<(a V b )/\b 1) 

= V([a,b}/\[jeAif<b1})=a/\bl, 

but a /\ b 1 = a or a /\ b 1 = O. If a /\ b 1 = a, then alb. If 
a /\ b 1 = 0, then by the orthomodularity 

a V b = b V (a Vb) /\ b 1 = b V a /\ b 1 = b, 

which implies a = b; a contradiction. Q.E.D. 
Theorem 2: Let (L, u I> u2) be a free product of L I and L2 

in the category of complete atomistic lattices. Let A I' A2, A 
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be the sets of all atoms in L I, L 2, L, respectively. If 

A = [uI(al)/\u2(a2):aleAl,a2eA2}, 

then at least one of L I and L2 must be a Boolean algebra. 
Proof Let a2' b2eA2 be such that a2 # b2 and a~b2' Then 

for any aI' bleAl> al #bl> ul(at! /\ u2(a2), and ul(bt! /\ u2(b2) 
are separated by a superselection rule (Lemma 3). By Lemma 
4 ul(a l ) /\ u2(a2)lu l (b l ) /\ u2(b2). By Lemma 1 this implies that 
allb l . From this we get that any two different atoms in Al 
are orthogonal, i.e., LI is a Boolean algebra. Q.E.D. 

Let (L,M) be a quantum logic such that L is a complete 
atomistic lattice and M is a set of pure states on L such that 
there is a one-to-one correspondence between the set of all 
atoms A in L and the set M. To any aeA there is exactly one 
state mEM such that m(a) = 1, and a = /\ [bEL:m(b ) = I}. 
The atom a is called the support of the state m, a = supp m. 
In the sequel, a quantum logic of this type will be called 
"complete." In a complete quantum logic, the Jauch-Piron 
property is satisfied in the complete form. 

Lemma 5: Let (LI,MI), (L2,M2), (L,M) be complete 
quantum logics and let (L,M )a,.8 be the tensor product of 
(LI,Mt! and (L2,M2)' Then, for any PIEMI andp2EM2' 

supp {3 (PI' P2) = a(supp PI'SUPP P2)' 

Proof a(suPPPI,SUPPP2) is an atom in L[O,a(I,SllPPP2)].8 
From this it follows that a(supp PI' supp P2) is an atom in L. 
Further, 

{3 (PI> P2) [a(supp PI'SUPP P2)] 

= pdsupp PtlP2(SUPP P2) = 1, 

i.e., a(supp PI' supp P2) = supp {3 (PI' P2)' Q.E.D. 
Theorem 3: Let (L,M )a,.8 be a tensor product of com­

plete quantum logics (LI>MI) and (L2,M2)' Then at least one 
of (L I,M2) and (L2,M2) must be a classical quantum logic.9 

Proof As {3[MI XM2] is strong for L, we may put 
f3 [MI XM2] = M. From Lemma 5 we see that all atoms in L 
of the type a(a l ,a2)' aIEL I' a2EL2 are atoms. If we put 

uI:LI~L, u2:L2~L, 

a~(a,l) a~(I,a) 

then (L,U I,U2) is the free product of LI and L 2.
1O Theorem 2 

then implies that at least one of LI and L2 is a Boolean alge­
b~ QRn 

III. A NEW DEFINITION OF THE TENSOR PRODUCT 

Now we shall formulate a more general definition q,f a 
tensor product for quantum logics. To this aim we need some 
preliminary remarks. 

LetSbe a set of states on a 10gicL, we say that a state m 
is the superposition of the states in S if S (a) = 0 implies 
m(a) = 0, aEL, or equivalently, if S (a) = 1 implies 
m(a) = 1. 11 Here S (a) = j,j = 0,1 means that s(a) = j for all 
seS. If (L,M) is a quantum logic, we put 
S = [mEM:S(a) = l=>m(a) = 1} for any SCM. 

Definition 3: Let (LI>MI), (L2,M2)' and (L,M) be quan­
tum logics. We say that (L,M)a,.8 is a tensor product of 
(LI,MI) and (L2,M2) if there are mappings a,f3 such that 

(i) a:LI XL2~L, {3:MI XM2~M, 

{3(m l,m2)(a(al ,a2)) = ml(a l )m2(a2) 
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for mjeMj, ajELj, i = 1,2; 
(ii) {meM:m(a) = 1} = {,6'(m l ,m2);8(m l,m2)(a) = 1}­

for aEL of the form 

or 

a = a(a l ,l)l, resp., a = a(l,a2)l, alELl' a2EL2; 
(iii) a[Ll XL2] generates L; 
(iv),6'[Ml XM2]- =M. 
We shall suppose in the following two propositions that 

(L,M)a,fJ is the tensor product of (Lj,Mj), i = 1,2 by Defini­
tion 3. 

Proposition 1: Let us define 

ul:Lc-+L , U2:L2-+L 

al~(al,I), a2~(I,a2)' 
Then uland U2 are orthoinjections. 

Proof By (i) of Definition 3 we have ,6' (m 1,m2) 
X(a(I,I)) = m l(l)m2(1) = I for any mjeMj> i = 1,2. From 
this we obtain that m(a(I,I)) = I for any mE/J[Ml XM2]-, 
and by (iv) then m(a(I,I)) = I for any meM, i.e., a(I,I) = 1. 

Further,,6' (ml,m2)(a(al, I)) = m l(a
l )m2(l) = (1 - ml(a)) 

Xm2(1) = 1 -ml(a) m2(1) = I -,6'(m l,m2) (a(a,l)) 
= ,6'(m l ,m2)(a(a,W) for all mjeMj, i = 1,2, aEL l . From this 

we get 

{,6'(ml,m2);8(ml,m2)(a(al,l)) = I J-
= {,6' (m 1,m2);8 (m 1,m2)(a(a, I )1) = I J -, 

which implies by (ii) that a(al,l) = a(a, 1)\ i.e., ul(al ) 
= ul(a)l. Similarly we show that u2(al ), aEL2. 

By the Jauch-Piron property we have 

,6'(m l ,m2)(a( A a/,I)) = 1 iff m l( A a/) = 1 
k=l k=l 

iff ml(a l k) = I for all k = 1,2, ... iff 

,6'(m l ,m2)(a(a/,I)) = 1 

for all k iff,6'(ml,m2(0la(a/,I)) = 1. 

From this we obtain 

{,6'(ml,m2);8(ml,m2{aC0la/,I)) = I} -
= {,6'(m l ,m2):,8(m l ,m2(0\a(a\\I) = I} -, 

which implies by (ii) that 

i.e., 

By the duality we obtain 

V ul(a\k) = U\( V a\k). 
k= \ k=\ 

This shows that U l and U2 are orthohomomorphisms. 
Now u\(ad = ul(a;), ai' a; EL\, implies that 

,6'(ml,m2)(a(a\, I)) =,6'(m\>m2)(a(a;,I)) for any mjeMj, 
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i = 1,2, which implies that m\(a l ) = ml(a;) for any m\eMl , 
i.e., a l = a;. From this we see that u\ and U2 are orthoinjec­
tions. Q.E.D. 

Proposition 2: For any ajELj> i = 1,2, ul(ad-u2(a2). 
Proof For any mjeMj> i = 1,2, we have 

,6'(m l ,m2)(a(a\,I))/\a(l,a2) = I iff 

,6'(m\,m2)(a(al ,l)) = I and,6' (m l ,m2)(a(l,a2)) = 1 

iff m\(a l ) = I and m2(a2) = 1 iff ,6'(m l ,m2)(a(a\,a2)) = 1. 
From this we have 

{,6' (m l ,m2);8 (m\,m2)(a(a\,a2)) = I J-
= {,6' (m I,m2):,8 (m l ,m2)(a(a l , l) /\a(l,a2)) = 1} -, 

i.e., by (ii), a(a\,I) /\a(l,a2) = a(a\,a2). Now for any ajELj, 
i= 1,2, 

,6' (m l ,m2)(u l (a l ) /\ u2(a2)) 

= ,6'(m\,m2)(a(a l , I) /\a(l,a2)) 

= ,6'(m l ,m2)(a(a\,a)) = ml(adm2(a2) 

= ,6' (m I,m2)(a(a \' I)). 

,6' (m\,m2)(a(l,a2)) =,6' (m l ,m2)(u l(a I )l!3 (m\>m2)(u2(a2)) 

for any mjeMj> i = 1,2. This implies that u l(a\) and u2(a2) are 
independent (in the probablistic sense) in all states from 
,6' [M\ XM2], i.e., they have the joint distributions in all states 
in,6' [MI XM2] - = M, i.e., they are compatible. \2 Q.E.D. 

Theorem 4: Let (L,M)a,p be a tensor product of (L l,Ml) 
and (L2,M2) by Definition 3. Let us put 

u\:LI-+L, U2:L 2-+L , 

a\~(al,I), a~(I,a2)' 

Then (L,U l ,U2) is a free orthodistributive product of Ll and 

L 2• 

Proof We have only to show (ii) and (iii) of Definition 1. 
Let a\ #0, and u\(a I ) /\ u2(a2) = O. Let n1loEM\ be such that 
mlO(a l ) = 1. Then ,6'(m\o,m2)(ul(al)/\u2(a2)) 
= ,6'(m\o,m2)(a(a\>a2)) = mlO(al)m2(a2) = 0 iff m2(a2) = O. 

Thus u\(a\) /\ u2(a2) = 0 implies that m2(a2) = 0 for all 
m2eM2, i.e., a2 = O. As a(aI,a2) = !ll(a I ) /\ u2(a2), and 
a[L\ XL2] generates L, we obtain that u l (L I )uu2(L2) gener­
ates L. Q.E.D. 

Inaspecialcasewhen,6' [MI XM2]- =,6'[Ml XM2], the 
tensor product by Definition 3 becomes identical with the 
tensor product by Definition I. 

IV. TENSOR PRODUCT OF THE HILBERT SPACE 
LOGICS 

The tensor product by Definition 3 involves also the 
case of Hilbert space logics. Let HI and H2 be Hilbert spaces 
with the dimensions of at least three. If the Hilbert spaces are 
complex, then there exist exactly two (nonequivalent) free 
orthodistributive products of the 10gicsL (HI) and L (H2), sa­
tisfying the condition of fullness. \3 They are given by 

(i)H =H\ ®H2, ul(Pd =PI ®H2, U2(P2) =H\ ®P2, 
PIEL (Hd, P2EL (H2), 

(ii) H = H\ ® H 2, u2(Pd = PI ® H 2,u\(P2) = HI ® P2, 
PIEL (HI)' P2EL (H2), 

where H\ ®H2 denotes the usual tensor product of Hilbert 
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spaces HI and H 2, and H is the dual space of H. If the Hilbert 
spaces HI and H2 are real, then there is exactly one free 
product given by (i). The condition of fullness requires that 
the mappings 

uI,x :Plf-4U I(PI) /\ u2(x), PIEL (Htl 

and 

U2,y:F2f-4UI(y)/\U2(P2)' P2EL (H2) 

are surjective for all atoms xEL (H21 and yEL (Hd. It was 
shown 14 that the condition of fullness is equivalent to the 
requirement that U I (y) /\ U2(X) is an atom in L. 

Let H be a Hilbert space (complex or real, dim H>3). 
Let us put M = {m", :({JeH, II({J II = 1 J, where m", :Pt---.(P({J,({J ) 
PeL (H), is the vector state corresponding to ({J. Then 
(L (H),M) is a complete quantum logic. Let (L (Htl,Mtl, 
(L (H2),M2),(L (HI ®H2),M),and(L (HI ®H2),M)bethecom­
plete quantum logics corresponding to HI, H 2, HI ® H 2, and 
HI ®H2, respectively. If we put 

(1) a: L (HtlXL (H2)-+L (HI ®H2), 

(PI,P2~PI ® P2, 
p: M I XM2-+M, 

(m"",m""~m"""",,, 

(2) a: L (HtlXL (H2)-+L (HI ®H2), 

(PI,P2~PI ®P2, 

73: M I XM2-+M, 

(mop, ,mop, ~mip,,,op,' 

then (L (HI ®H2),M))a,fi and (L (HI ®H2),M)a,P are tensor 
products by Definition 3. Indeed, 

(i) p (mop, ,mop,) (a(PI'P2)) = mop, "op, (PI ® P2) = (PI 
® P2({JI ® ({J2,({JI ® ({J2) = (PI({JI,({JI)(P2({J2,({J2) 
= mop, (PI)m"" (P2); 

Jii) Let S~M and Q = [q;eH:mop ES J. Then S = [mop 
:tpEQ J, where Q is the closed linear subspace of H generated 
by Q. The closed linear subspace of HI ®H2 corresponding 
tOPI ®P2 has the base {({Ji ® tPJ LJ , where [({J;] i and {tPJ Jj are 
the bases of PI and P2, respectively. Indeed, 

= UI(Ptl/\U2(P2) = PI ®P2, 

where [({J] denotes the one-dimensional subspace generated 
by the vector ({J. 

(iii) is evident. 
The same can be proved for (L (HI ® H2),M )a,p' As any 

tensor product is also a free product, there are exactly two 
tensor products of(L (HI),MI) and (L (H2),M2 ) in the complex 
case. 

We shall say that the tensor product (L,M)a,fi of com­
plete quantum logics (LI,MI) and (L2,M2) satisfies the condi­
tion of fullness if the mappings 

UI,Q,: LI-+L(o,u,(Q,) I 

al~(al,a2) = u l(a l )/\u2(a2 ) 

and 

4 J. Math. Phys., Vol. 26, No.1, January 1985 

U2,Q, : L 2-+L[o,u,(a,) I 

a2~(a l,a2) = U I (a d/\ u2(a2) 
are surjective for any atoms alEL I and a2EL2 • 

Proposition J: Let (LI,MI), (L2,M2), (L,M) be complete 
quantum logics and let (L,M )a,/3 be the tensor product of (L i , 
M i ), i = 1,2, in the sense of Definition 3. The condition of 
fullness is fulfilled if and only if 

{P (m l ,m2):p (ml,m2)(a(l,b)) = 1 J-
= [P (m l,m2):p (ml>m2)(a( l,b )) = 1 J 

for any atom bEL2, and 

{P (m l,m2):p (m l,m2)(a(a, 1)) = 1 J-
= {p(m l ,m2):p(m l,m2)(a(a,I)) = IJ 

for any atom aELI. 

Proof First we show that a(supp ml, supp m2) is an 
atom inL for any mieMi> i = 1,2. Put b = supp m2. If there 
is BEL such that Bo;;;;a(supp m I' b ), then there must be a state 
meM such that m(B) = 1. But then also m(a(l,b)) = 1, so 
that mE{p(m l,m2): p(m l,m2)(a(l,b)) = 1] - = {p(m l ,m2): 
P (m l,m2)(a( l,b )) = 1 J . From this it follows that 
m =p(m;,m2) for some m;eMl . Now p(m;,m2) 
X (a(supp ml,b)) = 1 implies that m; = mi' Then 

{meM:m(a(supp ml,b)) = 1 J 
= {P (m l,m2):!3 (m l,m2)(a(supp ml,b)) = 1]­
C [p(m l ,m2):p(m l,m2)(a(l,b)) = 1 J, 

which implies that 

{meM:m(a(supp m I,b )) = 1 J 

= {p(m l,m2)JC{meM:m(B) = IJ, 
i.e., a(supp ml,b )o;;;;B. 

From p(m l,m2)(a(supp ml,supp m2)) = mtlsupp mtl 
.m2(supp m2 ) = 1 it follows that 

suppp(m l,m2) = a(supp ml,suPP m2 ). 

LetAI>A2,A be the sets of all atoms inLI' L 2, L, respec­
tively. The last statement implies that any atom under a( l,b ), 
bEA2 is of the form a(a,b), aEA I. IfCo;;;;a(l,b), we get 

C= V [aEA:aO;;;;CJ = V {a(a,b):aEAl>a(a,b)o;;;;CJ 

= a( V {aEAI:a(a,b )o;;;;C Jb. 

The inverse statement is clear. Q.E.D. 
It can be easily seen that the condition of Proposition 3 

is fulfilled for the Hilbert space logics. 

v. TENSOR PRODUCT OF ONE QUANTUM AND ONE 
CLASSICAL LOGICS 

Theorem 5: Let (L I,MI)' (L2,M2), and (L,M) be complete 
quantum logics and let (L,M )a,fi be a tensor product of 
(LI,MI) and (L2,M2) by Definition 3. Let (LI,MI ) be a classi­
cal quantum logic and let the mappings uI,a, be surjective for 
any atom a2EL2. Thenp[MIXM2]- =P[MI xM2]. 

Proof LetA I,A2,A be the sets of all atoms inL I , L 2, L, 
respectively. As L2 is a Boolean algebra, {a(1,a2):a2EA2J are 
mutually orthogonal elements in the center L ' of L. Let 
mE/3[MI xM2]-.AsmisapurestateonL, we have m(e) = 1 
or m(e) = 0 for any eEL '. But then there is an element a2EA 2 
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such that supp m<a(l,a2)' Since the map uI ,02 is surjective, 
there is alEA I such that supp m = a(a l ,a2), i.e., 
m = {3 (m l ,m2), where supp m l = a I' supp m2 = a2. Q.E.D. 

From Theorem 5, Theorem 3, and Theorem 5 in Ref. 15 
we obtain the following statement. 

Theorem 6: Let (LI,MI)' (L2,M2)' and (L,M) be complete 
quantum logics. Then (L,M )a.P is a tensor product of (L itMI) 
and (L2,M2 ) by Definition 1 if and only it is their tensor pro­
duct by Definition 3 satisfying the condition of fullness and 
at least one of (LI,MI) and (L2,M2) is classical. 

Theorem 7: Let (L,M) be a complete quantum logic and 
(S,1) be a classical logic such that S is the set of all subsets of 
X, where X is a nonreal-measurable set, and 1 = {m" 
:xEX }, where mx is the probability measure on S concentrat­
ed in the point xEX. Then (Ip )a,p is the tensor product of 
(L,M) and (S,1) by Definition 3, satisfying the condition of 
fullness if and only ifL = (fJ"eXL",L" =L foranyxEX,and 
M = {mo8" :mEM, xEX J, where 

(a,,)xEX~Y' 

Proof Let (I,M )a.P be a tensor product of (L,M) and 
(S,1), satisfying the condition of fullness. Then 
{a(l,x):xEX J are pairwise orthogonal elements in the center 
L' ofL, so that we can writeL = (fJ "eXLIO,a(I,,,) J' As the con­
dition of fullness is fulfilled, the logics LIO,a(I,,,) ] are isomor­
phic with L for all xEX. By Ref. 16, any state on L is ofthe 
form 

where {xn :nEN J is a countable subset of X, {p" :nEN} is the . 
partition of the unity, and m". is a state on L" •. It can be 
easily checked that any pure state on Lis of the form mo8" 
for some xEX and mEM. As the set M is strong for I, it must 
contain all mo8" , mEM, xEX. 

and 

5 

On the other hand, let (Ip) be such that 

I = (fJ L", L" = L, xEX, 
"eX 

M = {m o8" :mEM,xEX J. 
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Clearly, M is strong for I. Let us define 

a: L xs-I, 

{
a if xEE, 

(a,E )--(a" )xeX' a" = 0 if xftE, 

{3: MX1-M, 
(m, m,,)_m ·8". 

Then 

{3 (m,m"" )(a(a,E)) = mo8"" ((a" )"eX) 

= {molal if xoEE, 
ifxoftE, 

i.e.,{3 (m,m". )(a(a,E)) = m(a).m"" (E). As every pure state on 
(fJ "eXL" is of the form mo8" , we get {3(M X...H'] 
= {3 [M X1]- = M.I is generated by the elements a(a,x), 
aa, xEX. The condition of fullness follows by Theorem 5 in 
Ref. 17. Q.E.D. 

ACKNOWLEDGMENTS 

This work was done at the Vrije Universiteit in Brus­
sels. I am very grateful to Professor Jean Reignier for his 
kind hospitality and to Dirk Aerts for many helpful discus­
sions. 

IT. Matolcsi, Acta Sci. Math. 37, 263 (1975). 
2S. PulmannoYa, Int. J. Theor. Phys. 22, 837 (1983). 
3R. Greechie, Proc. Am. Math. Soc. 67,17 (1977). 
'See proof of Theorem 2 in Ref. 2. 
'See Ref. 2, Corollary 1. 
~eeRef. 2. 
1C. Piron, Foundations 0/ Quantum Physics (Benjamin, Reading, MA, 
1976). 

8See Ref. 2 . 
9 A similar result, in another formulation, was obtained by D. Aerts, Found. 
Phys.12, 1131 (1982). 

"'See Ref. 2. 
"Y. S. Yaradarajan, Geometry o/Quantum Theory I (Yan Nostrand, Prin­

ceton, NJ, 1968). 
12A. Dvureeenskij and S. PulamannoYa, Math. Sloyaca 32, 155 (1982). 
I3D. Aerts and I. Daubechies, HeIY. Phys. Aeta51, 661 (1978); see also Ref. 

1. 
I4D. Aerts and I. Daubechies, Hely. Phys. Aeta 51,661 (1978). 
"See Ref. 2. 
16y. Maiiasoya and P. Ptak, Int. J. Theor. Phys. 20, 451 (1981). 
I1See Ref. 2. 

Sylvia Pulmannova 5 



                                                                                                                                    

Triality principle and Gz group in spinor language 
z. Hasiewicz and A. K. Kwasniewski 
Institute of Theoretical Physics, University of Wroc/aw, ul. Cybulskiego 36, 50-205 Wroc/aw, Poland 

(Received 27 December 1983; accepted for publication 15 June 1984) 

The presented paper is aimed at providing a systematic study of a relation between octonions and 
spinors corresponding to S 7 7 -sphere, starting from a natural point of view, enabling us to endow 
spinor space S +(8,0) with octonion algebra structures. As a result we arrive at formulations of 
triality principle in its finite form in terms of vector and fundamental representations of Spin (8) 
group--both for spinors and vectors. The group of automorphisms of octonion algebra, as well as 
its Lie algebra, gains clear interpretation in the context. The method proposed is purely algebraic 
and could be applied as well to 1t'(4,4) Clifford algebra corresponding to 4S7 indefinite 7-sphere 
geometry. 

I. INTRODUCTION 

Consider SO(8)1S0(7) = S7 an ordinary 7-sphere and 
SO(4,4)1S0(3,4) = 4S7 an indefinite 7-sphere. Both are dis­
tinguished manifolds among all irreducible simply connect­
ed globally symmetric pseudo-Riemannian manifolds with 
consistent absolute parallelisms. 1 

The geometries of points, lines etc. from S 7 or 4S 7 are 
known to be governed by the geometrical triality principle 
which could be formulated in terms of octonion algebra2

-4 or 
split octonion algebra,4 correspondingly. The principle of 
triality in the geometry of S 7 was discovered by Cartan5 

while he was studying simple and semisimple groups and 
corresponding spinors. The principle of triality in non-Eu­
clidean geometries of both S 7 and 4S 7 spheres was described 
by Rozenfeld in Ref. 4. 

Spinors of SO(8) and SO(4,4) groups are naturally rel­
evant to these exceptional cases of geometries admitting tria­
lity principle as the corresponding metrices are invariant un­
der SO(8) or SO(4,4) group. One would expect it then to be 
possible to formulate the principle of triality in terms of cor­
responding spinors apart from the possibility of its formula­
tions via octonion or split octonion algebras. Even more, we 
expect in these very cases octonions and split octonions to be 
identified with corresponding spinors in some algebraic 
sense.6 

The triality principle for spinors of eight-dimensional 
space (real) with a quadratic form of rank 8 and index 4 was 
derived by Chevalley.7 This corresponds to a SO(4,4) group 
and hence to a 4S 7 indefinite 7 -sphere. His method of arriv­
ing at the principle as well as a geometrical interpretation of 
the construction essentially relies on the existence of maxi­
mal totally singular subspaces. Therefore, there is no 
straightforward application of his construction to the case of 
a SO(8) group acting onS 7. This paperis aimed at providing a 
systematic study of a relation between octonions and spinors 
corresponding to S 7, starting from a natural point of view 
enabling us to endow spinor spaces and generating space 
E(8,0) of Clifford algebra 1$'(8,0) with octonion algebra 
structures. As a result, we arrive at formulations of the tria­
lity principle in its finite form in terms of vector and funda­
mental representations of Spin (8) group--both for spinors 
and vectors. One also achieves a clear interpretation of the 
group of automorphism of the octonions. 

Our point of view, via canonical methods of Clifford 
algebra representations, leads to octonion algebra isomor­
phisms between generating vector space and spinor spaces 
(now algebras). Various forms of triality are then natural 
consequences of these isomorphisms which we call vector­
spinor reciprocities. 

The point of view proposed here might be treated as a 
complementary (alternative?) way of understanding the pe­
cularity of a Spin (8) group and consequently of the geometry 
of as 7 sphere, its parallelizability included. 

As for that last property, Clifford modules are known to 
be intrinsically related also to the vector fields problem on 
spheres.s In particular, 1$'(0,7)-'6'<+) (8,0) Clifford algebra 
distinguished properties could be used to prove paralleliza­
bility of a S 7 sphere, which could be achieved as well via 
octonion algebra. 

It is no surprise then that octonion algebra can be ob­
tained from 1$' (0,7) -1$' < +) (8,0) Clifford algebra. This obser­
vation is due to Atiyah and the corresponding construction 
is presented in Ref. 9. While formulating our point of view in 
Ref. 6 we were ignorant of this observation and apparently 
the basic trick is the same, though now, as we start right from 
1$' (8,0) Clifford algebra with generating space E (8,0), the 
construction should be more refined, especially when one's 
aim is to also derive all possible global forms oftriality prin­
ciple. The general idea proposed here is the following. 6 Con­
sider any associative algebra '6' and Sits, say, left ideal. LetE 
be a vector subspace of '6' and dim E = dim S. Denote by h 
any vector space isomorphism h: S-.E and then define the 
bilinear mapping 

S XS-'(f/!,t//)~ (f/!,f/!') = h (f/!)f/!'S. (Ll) 

The subspace now becomes a nonassociative in general-alge­
bra (S,</». !fin addition, for example, appropriate quadratic 
forms are defined on S and E, we shall also require the iso­
morphism h to be an isometry and if '6' is an algebra with 
unity we shall require (if this is possible) the (S,(/)) algebra to 
be the one with unity, etc. (S,</» algebra is said to be retrans­
mitted via (1.1) from 1$'. Therefore, the idea is to retransmit 
as many properties of 1$' as is possible. One easily recognizes 
the importance of algebra 1$' representations for construc­
tion of the type. 10 In our case of semisimple algebra we then 
use of course the Wedderburn's theorem. It is rather trivial 
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to adjust a definition of t,6-multiplication, now in vector space 
E, so that the algebra (S,CP) is isomorphic to (E,t,6 ) via the 
same h. In the relevant case of yt = yt (8,0) Clifford algebra 
and E = E (8,0) being its generating space, we must slightly 
generalize the above scheme as now S = S (+) Ell S (-) and 
dim E =f. dim S. However, dim E = dim S (+) = dim S < -) [S­
pinor module, S(+)-spinor module of yt (8,0) Clifford alge­
bra]. Therefore, we consider a sequency ofisometries i,i, h 

j ; h 
E--S<-)--S<+L.E, (1.2) 

such that this diagram is commutative (h = (i 11- 1
). An alge­

bra structure (S (+), cP < +») is now defined according to 

S + xS + 3 (t/J,!/l)--+cP(+)(t/J,f/l) = i[h(t/J)t/J']. (1.3) 

Similarly to the former (1.1) case one may introduce appro­
priate algebra structures (S < -), cP (-») and (E,t,6 ) so that these 
two are isomorphic to (S < +), cP < +») algebra. The algebraic 
structures obtained that way are said to be retransmitted 
from yt via the commutative diagram (1.2). 

The main result of the presented paper is the construc­
tion of retransmitted structures with unities, all of them 
forming the algebras of octonions. 

A 14-parameter family of all corresponding isometries 
h is constructed [hence, sequences (1.2)]. As a result we ar­
rive at a natural form of the global principle of triality in 
terms of obtained octonionic structures on spinor spaces and 
also on vector space E. Their groups of automorphisms gain 
an interesting and clear interpretation. 

Our study was stimulated by the recently increased in­
terest of physicists in problems strictly related to the subject 
of the presented paper (see for example, Refs. 11-17 and also 
references therein). 

II. RETRANSMITTED ALGEBRAS OF OCTONIONS 

In this section we shall construct retransmitted via (1.2) 
and (1.3) structures, i.e., (S<+), cP <+»), (S<-), cP H), and (E,t,6) 
algebras which we require to be algebras with unities. It ap­
pears that they are isomorphic to Cayley algebra of octon­
ions. First. we establish some preliminary knowledge and 
notation, which is fairly standard.8

-
10 Then we introduce a 

14-parameter family ofisometries h: S < + )--+E [consequently, 
corresponding family of diagrams (1.2) and retransmitted 
algebra with unity structures]. 

(1) E (8,0) denotes the Euclidean real eight-dimensional 
vector space and yt(8,0) is its universal Clifford algebra. The 
maptr 

ytPin(8,0) 3S--+1r.EO(8,0) C Aut(E (8,0)), 

where 

E(8,0)3v--+1rs(v) = sva(s-l)eE(8,0) 

is the vector representation of the Pin(8,0) group (a denotes 
the main automorphism of Clifford algebra). The pinor mod­
ule of yt(8,0) algebra is a 16-dimensional real vector space 

S(8,0) = yt(8,0)e(8,0)-R 16 

and the field 

F(8,0) = e(8,0)yt(8,0)e(8,0) 

is the isomorphic to R. Here e(8,0) denotes a primitive idem-

7 J. Math. Phys., Vol. 26, No.1, January 1985 

potent, hence S (8,0) is a left minimal ideal of yt (8,0). e(8,0) 
can be choosen so that it remains primitive also in the even 
subalgebra yt(+) (8,0) ofthe algebra yt(8,0). 

For example, one may choose 

e(8,0) = 1116(1 + El23s)(l + E 145S)(l + E7816)(l + E2486), 

where E;jkl = E;EjEkEr and {E; } ~ is an arbitray orthonor­
mal basis of E (8,0). 

The pinor module S (8,0) can be given naturally a direct 
sum structure S(8,0) = C(+) (8,0)e(8,0) Ell C<-) (8,0)e(8,0) 
= S(+)(8,0) EIlS<-)(8,0), whereS (+) (8,0) is now aspinormod­

ule, i.e., the space of irreducible (though not faithful) repre­
sentation of C + (8,0) algebra. Also, quadratic forms are nat­
urally defined on S (8,0) pinor space. The only Spin (8,0) 
invariant quadratic forms e ± on S (8,0) are those generated 
by P ± antiauthomorphisms (f3 ± V = ± ve E (8,0)) according 
to 

S(8,0)XS(8,0)3(t/J,¢')--+fJ ± (t/J,t/J') = P ± (t/J)t/J'e R 

and we use the same notation for associated bilinear forms so 
that 

e ± (t/J) = e ± (t/J,t/J'). 
The forms e + and e _ equip the pinor space with Eu­

clidean and correspondingly maximally isotropic pseudo­
Euclidean structure. From now on, we shall use the abbre­
viations S( ±) = S( ±) (8,0), E = E (8,0), Spin (8) = Spn(8,0), 
and Q for quadratic form on E. Finally, the fundamental 
representation of Spin (8) is denoted by T. It is not faithful 
neither on S+ nor S_ and ker T = {l,J} -Z2' where 
J = E 1E2• .. E8 is a unit pseudoscalar. 

(2) Now we proceed to construct a 14-parameter family 
ofisometries h: S (+ )--+E and consequently corresponding se­
quences (1.2) which in tum generate retransmitted algebra 
structures (S<+), cP<+»), (SH, cPt-I), and (E,t,6). Let 
E*=E- {OJ and S*=S(+)- to}, then for any 
{v,7])e E * xS * we have a sequence (commutative diagram) 

where 

E 3w--+iT](w): = W7]eS<-l, 

S<-)3¢--+iv(¢): = vt/JeS(+), 

S<+)3¢--+hv,T]{t/J): = (ivOjT])-I{t/J)eE. 

It is easy to see that following lemmas hold: 

(2.1) 

(2.2) 

Lemma 2.1: For any (v,1J)e E * xS *: iv andjT] are iso­
morphisms of vector spaces. 

Proof' The maps are obviously linear. Assume 
iv (t/J) = O. This imples that from 

0= e (iv(t/Jll = P+(iv(t/Jlliv(t/J) = P+(t/J)v2t/J = Q (v)e (t/J) 

due to definiteness of Q and e, and we obtain t/J = O. Analo­
gously we obtain W = 0 fromjT](w) = O. • 

Lemma 2.2: 

S<+) 3 f/!--+hv.T] (t/J) = (e (1J)Q (vll- 1P (iv(t/J))Ea1JEaE E, 

where {Ea } ~ is any orthonormal basis of E. 
Proof For S{+)3t/J = (iv oiT]){w) = vW7J we can write 

hv.T] (¢) = hV.T] (vW7J) = (e (1J)Q (vll -lp (iv (vw1J))E a7]Ea 
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= (e(17)Q(V))-I{3(17)WV2Ea17Ea • 

= e(17)-I{3(17)wE a17Ea 

= e(17)-I{3(17)!(wE Q + Eaw)17Ea 

= e(17)-I{3(17)wOEa17Ea 

Lemma 2.3: For any (V,17) EE*XS*: 

(1) e(iv(~)) = Q(v)e(~), ~S(-), 

(2) eU1/(w)) = e(17)Q(w), wEE, 

(3) e (h v:-,/(w)) = Q (v)e (17)Q (w), WE E, 

(4) Q(hv.1/(~)) = (Q(v)e(17))-le(~), ~S(+). 

Proof: Note that (3) and (4) are equivalent and 

(1) e(u~)) = e(v~) ={3(v~)v~ ={3(~)V2~ = Q(v)e(~), 

(2) e (j1/(w)) = e (w17) = {3 (w17)w17 = {3 (17)w217 

= Q(w)8(17), 

(3) e(h v:-,/(w)) = 8 ((iv%)(w)) = e(vw17) ={3(vw17)VW1] 

• 

= {3 (1])WV2W17 = (Q (v)8 (17))Q (w). • 

One could define retransmitted structures already via 
the commutative diagram (2.1) with iv ,j1/' hv.1/ being the only 
vector space isomorphisms. We are going to do that, how­
ever, subsequently we restrict the (v,1]) pair to be an element 
of S7 XS7CE*XS* so that iv,j1/' hv.1/ become isometries 
according to (1.1). (This is obvious in view of Lemma 2.3.) 
The retransmitted algebraic structures are the following: 

Definition 1: 

S(+)XS(+)3(~,~')_<P~~)(~,~'): = iv [hv.1/(~)~']ES(+), 

S(-)XS(-l3(~,~')_<p~~l(~,~'): = hV'1/ [iv(~)]iv(~')ESH, 

E XE 3(w,w'Hv.1/(w,w'): = (hv'1/0iv)[wh v-:~/(w')]EE •• 

One readily sees the following. 
Lemma 2.4: (1) hV'1/ is an algebra isomorphism of 

(S(+l,<p ~.~ l) onto (E,tPv.",); (2) iv is an algebra isomorphism of 
(S(-l,<p ~ .. :;; l) onto (S(+l,<P~;!; l); (3)j1/ is an algebra isomor­
phismof(E,tPv.1/) onto (S(-l,<p ~:;; l); for any (v,1])E * xS *, i.e., 
(E,tPv.1/)' (S(+l,<p ~.~ l), and (SH,<p ~ .. :;; l) algebras are isomor­
phic. 

Proof: 

(1) (hv.1/°<P(:J.1/)(~'~') = (hv'1/0iv,hv.1/(~)~') 
= (hv.1/oiv)(hv.1/(~)h v-:-1/',hv.1/(~')) 

= tPv.1/(hv.1/(~),hv.1/(~'))' 
(2) iv<P~~l(~,~') = iv(hv.1/(iv(~))iv(~')) = <p(+Vv(~),iv(~')), 
(3) obvious. 

It is important to note that these algebras are algebras with 
unity as we have 

Lemma 2.5: (1)17 is unity of(S(+l,<p ~.~ l); (2) V-I is unity 
of (E,tPv.1/); (3) v-I17 is unity of (S(-l,<P~ .. :;;l); for any 
(v,17)EE*XS*. 

Proof: Note that 

hV.1/(1]) = (Q (17)Q (v))-l{3(iv(17))E a17Ea 

= (8 (1])Q(v))-'{3(17)voEa1]Ea = vlQ (v) = V-I, 
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hence, 

(1) <p(+l(17,~) = iv(hv.1/(17)~) = iv(V-I~) =~, 

<P (+l(~,17) = (iv ohv.1/)(~)17 = (iv 0j1/ ohv.1/)(~) 

=id(~)=~. 

(2) Follows from: hV.1/(1]) = V-I and Lemma 2.4 . 

(3) Follows from: i v- 1(1]) = V- I1] and Lemma 2.4. • 

Let us now denote by <P the Cayley algebra of octonions. 
Using then Lemma 2.3 and the Hurwitz theorem one can 
prove 

Proposition 2.1: 

(1) (E,tPv.1/)-<1> iff VES 7C E, 

(2) (S(+l,<p~.~l)_<1> iff 17ES7C S(+l, 

(3) (S(-l,<P~ .. :;;l)_<p iff V-I17ES7C S(-l. 

Proof: Due to the Hurwitz theorem we need to prove 
only that the above algebras (with unities) have a composi­
tion property iff the following conditions are satisfied: 

(1) Q (tPv.1/(w,w')) = Q((h v.1/ °iv)(wh v-:-1/'(w'))) 
Lern.2.3 

= e(iv(wh v~/(w)))(Q(v)8(17))-1 

= {3 (vwh v~ '(w'))vwh v-:~/(w') 

X(Q(v)8(17))-1 = Q(v)Q(w) 

Xe(h ;'1/1(W'))Q -I(v)e -1(17) 

Lern.2.3 

= Q (v)Q (w)Q (w'). 

Hence, (E,tPv.1/) is a composition algebra iff Q (v) = 1, i.e., 
VES7. 

(2) e (<P ~.~ )(~,~')) 

= e(i.(hv.1/(~)~')) = Q(v)Q(hv.1/(~))e(~') 
Lern.2.3 

= Q(v)(Q(v)8(17))-le(~)e(~') 

= 8 -1(1])8 (~)8 (~'). 

Hence, (S(+l,<1> ~.~ 1) is a composition algebra for17E S7. 

(3) Analogously as in (1) and (2). • 

We arrive thus at the conclusion that the sequence (2.1) with 
(V,17)E S 7 X S 7 retransmits via Definition 1 octonion algebra 
structures only or equivalently, the sequence (2.1) becomes a 
sequence ofisomorphic octonion algebras. As an illustration 
of standard properties let us derive the structure constants 
of, say (E,tPv.'1/) algebra and let us define also the appropriate 
conjugations. We then have 

Lemma 2. 6: For [ E j J i orthonormal set of perpendicu­
lar to v vectors of E 

tPv.TJ(E"Ej ) = - 8jj v + €jjk(V,17)Ek' 1 <..i,j,k<..7. • 

For example, it is enough to note that €jjk(V,17): = {3(17)E; 
X EjEkV17 is totally antisymmetric. Analogous formulas are 
derived for (S (+1,<p (+ l)and(S (-1,<1> (-1) algebras via respective 
isomorphism. 

As for conjugations these are defined correspondingly 
by 
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Definition 2: 

E 3 w----..w = vwv-le E, 

SI+)3J/!-~ = h v-;" I(vhv . .,(f/!)v-l)e SI+), 

SI-)3-/' ,:;;, = i 0h -I(vh (i -/')v-l)eS I-). 
~'f' v v.'I/ V,"I v'f' 

The conjugations thus defined have the desired properties. 
Lemma 2. 7: 

(1) t/Jv,., (w,W) = Q (w)v, 

(2) 41~;!; I(f/!,~) = e (f/!)1], 
(-) -(3) 41 v . ., (f/!,f/!) = e (f/!)V1], 

Apparently the above conjugations are algebra antiautomor­
phisms (see Lemma 2.6 and note: Elv). 

The isometries hv . ., ; (v, 1])e S 7 X S 7, are not the only iso­
metries of S (+) and E vector spaces, as it is enough to note 
that all isometries of E onto S (+) are given by 

h -1 h- I 
s v,.,,: = Ts V.'1' 

where SE Spin (8). One may define a corresponding sequence 
for ,h v-;.,I and its associated isometries. Then Lemmas 2.3 
and 2.4 are also valid for these general isometries, however, 
the retransmitted algebra on S (+) (for example) seems to have 
unity only if se ker r. 

III. TRIALITY PRINCIPLE AND G2 GROUP 

In this section we derive a triality principle for spinors 
and vectors in terms of appropriate representations of a 
Spin (8) group. We also supply groups of automorphisms of 
octonionic structures with a simple geometric interpretation 
originating from the context created by the point of view 
proposed in this paper. 

(1) Now we concentrate our considerations on 
(S (+),41 1+») and (E,t/J) algebras. Corresponding results are 
easily transferred to (S(-),41("-») algebra via a commutative 
diagram. Let us proceed then to construct various represen­
tations of Spin (8) group in terms of End (SI+») and End (E). 
For that purpose consider 

p,: = ivor,Oiv 

Spin (8) 3 S K,: = h v-:.,101T,ohv . .,e Aut(S(+)) 

and 

L ·-h ° oh- l 
s· - V.'1 T usv v • ." 

Spin (8) 3 S 1T,: = s( )s-l e Aut(E) 

R,: = hv • ., or, oh v-:., 1 

two triples of different representations (having different ker­
nels). The fundamental relation between them is given by 

Proposition 3.1: (Triality Principle) 

(1) p,(41~;!; I(f/!,f/!')) = 41~;!; )(K, (f/!),r, (f/!')), 

(2) L,(t/Jv • .,(w,w')) = t/Jv . .,(1T,(w),R,(w')), 

for any se Spin (8) and arbitrary f/!,f/!'eY(+), w,w'e E; 
(v,1])eS 7 xy7

• 

Proof; 

(l)p,(41(+)(f/!,f/!')) = vsv vhv . .,(f/!W = iv(shv . .,(f/!W) 
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= iv (hv . ., oh v-:.,lshv . ., (f/!)s-lf/!') 

= iv(hv • .,oh v-;.,I01T, °hv . ., (f/!)r, f/!') 

= iv(hv • .,(K,(f/!))r.{f/!')) = 41~;!;I(K,(f/!),r,(f/!')). 
(2) is obtained from (1) by straightforward application of 

hv . ., isomorphism. • 

The second part of this section is devoted to groups of 
automorphisms which we define to be 

Definition 3: 

Aut(S(+)) = {se Spin (8); r.41v . .,(f/!,f/!') 

= 41 ~~~ (r, f/!, r, f/!'); f/!,f/!'e S + I, 
Aut(E) = {SE Spin (8); 1Tst/Jv • ., (w,w') 

= t/Jv . .,(1T.(W),1T.(W')); w,w'e E I, 
(v,1])eS 7 XS 7

• 

For considerations to follow, two lemmas are of primary 
importance: 

Lemma 3.1: 

(1) If s e Aut(S(+»), 

(2) If s e Aut(E), 

Proof (1) Note that 

r. 41~;!; )(f/!,1]) = r. f/! = 41~;!; )(r. f/!,r.1]) 

implies that r.1] = 1]. 
The defining identity of Aut(Y(+)) rewritten explicitly 

svhv • .,(f/!W 
= r. 41 ~.~ )(f/!,f/!') = 41~;!; )(r. f/!,r. f/!') = vh •. .,(sf/!)sf/!' 

= v/3 (f/!)s-lvEa 1]Easf/!' = v/3 (f/!)s-lvss-lEaS1JEasf/!' 

= vs/3 (f/!)1T.- l(v)s-lEas1]S-lEasf/!' 

= vs/3 (f/!)1Ts-' (v)Ea 1]Ea f/!' 
and multiplied by S-l leads to 

41~.~)(f/!,f/!') = 1Ts-.(v)X1T,-'(VI . .,(f/!W = 41~~II(.I • .,(f/!,f/!')· 

(2) As above, 1Ts (v) = v is a necessary condition for 
SE Aut(E). Using this fact and the definition of Aut(E) we get 

/3 (1])w'VWEa1]1T.(Ea) = 1Tst/Jv . .,(w,w') = t/Jv . .,(1TsW,1T.W') 

= (hv . ., °iv)(sws- lVWW'S-l1]) 

= /3 (1])sW'S-lvsws- lEa 1]Ea 

= /3 (S-l1])W'VW1Ts-' (Ea )(s-l1])Ea 

= /3 (s-l1])w'vwEas- l1]1T.{Ea ), 

which leads immediately to the thesis. 
Lemma 3.2: 

(1) If 41(+1 = 41(;+) 
v.'1 v.'I/' 

(2) If t/J •. ., = t/J •• .,., 

Proof (1) From 

then V= ±v; 

then 1] = ± 1]. 

o = 41~;!; )(f/!,f/!') - 41~;!; ~f/!,f/!') = (vh •• ., (f/!) - v' hV1/J . ., (f/!))f/!' 

• 

for arbitrary f/!', we deduce that the endomorphism acting on 
f/!' belongs to the kernel of representation :r (of e(+) (8,0) Clif­
ford algebra), i.e., it has the form 
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vhv,1/(7{;) - v'hv',1/(7{;') = !(1- J)c 

for some c e C + (8,0) [see (1.1)]. Note thatthe right-hand side 
of the above equation is self-dual, whereas dual to the left­
hand side element belongs to the subspace of Ctf (8,0), which 
does not contain preimage of the dual. Thus 

hv,1/(7{;) - vv'hv',1/(7{;) = 0 

for arbitrary 7{; e Y(+), from which, after subtraction of the 
three-vector part 

v 1\ v' 1\ h
V
"1/(7{;) = 0, 7{; e Y<+), 

we obtain v 1\ v' = 0, i.e., v = ± v' due to arbitrariness of 
7{;eY<+). 

(2) The transformation h v; Johv,1/' is orthogonal and we 
can always find such s e Spin (8), that Ts = h v; Johv,1/" and 
moreover Ts'1'/' = '1'/, 

Acting with h v-:1/ J on the equality of octonionic struc­
tures we obtain 

<P L~ l(h v; J(w),h v; J(w')) 

= h v; I ohv,1/' (<P ~,~)(h v;,J(w),h v;,J(w'))) 

= Ts <P ~,~)(Ts-' h v; I(W)Ts- Ih v-:1/ I(W')). 

The last term rewritten explicitly with 7{;,7{;' 
= h v-:1/I(W), h v;I(W'), 

Ts<P ~,~)(Ts-' 7{;,Ts-' 7{;') = svP(7{;)svs- lsEa '1'/'Eas- I7{;' 

= sup (7{;)1Ts(V)1T.(Ea )'1'/Eas- I7{;' 

= svP (7{;)1Ts(v)Ea '1'/1Ts- I(Ea )s-I7{;' 

= 1Ts(v)/3 (7{;)1Ts(v)Ea '1'/Ea 7{;' 

= <P~;vl.1/(7{;,7{;') 

leads to the equation 

<P~:t )(7{;.7{;') = <P ~;v:'1/ (7{;,7{;'), 

from which we deduce 1Ts (v) = ± v (Sec. I). 
Composing again h v-:1/ I with an initial identity we get 

VW7{;'=1Ts(VW)7{;', 7{;'=hv,1/(w'), w,w'eE, 

and after the same discussion on ker T as in (1) and using 

1Ts(v) = ± v we have 

1Ts(w) = ± w, weE, 

Thus, s e { 1, - 1,J, - J}. i.e., '1'/' = T s-, '1'/ = ± '1'/, • 

From Lemmas 3.2 and 3.3 follows an important proposition, 
Proposition 3.2: 

Aut(S<+») = (seSpin(8); 1"s('1'/) ='1'/, 1T.(V) = ±v}, 

Aut(E) = (seSpin(8); 1Ts(v)=v, Ts'1'/= ±'1'/J .• 

This proposition enables a clear interpretation of the auto­
morphism groups of(S < +), <P < +») and (E,</J ) algebras. It is also 
natural to define 

Definition 4: 

Aut(S<+),E) = Aut(S<+»)nAut(E) 

= (se Spin (8); Ts'1'/ = '1'/, 1Ts(v) = v}. 

This very group Aut(S<+),E) of simultaneous automor­
phisms (via respective representations) of (S<+),<P<+») and 
(E,</J ) algebras has a characteristic property expressed by 
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Corollary 3.1: The following diagram: 

Ts: hS(+) .....s~+l 

Aut(S<+),E) 3 s 

1Ts: E ~E 

(h = hv,1/'(v,'1'/) eS'xS') is commutative. • This is the distinguished property; as for Aut(E) or 
Aut(S < + I), the corresponding diagrams are no more commu­
tative though, they are "Z2-commutative" instead, that is to 
say hOTs = ± 1Ts oh. This is to be related with the fact that T 
and 17' representations of Aut(S < +») and Aut(E) groups are not 
faithful [kernels being those of Spin (8) representations]. 
However, we have 

Corollary 3.2: The restricted and representations 

TI Aut(S'+'I' 17'1 Aut(S'+',EI 

are faithful. The Aut(S(+),E) group of automorphisms we 
identify with a standard G2 group. 

This is not the largest group for which Corollary 3.1 
holds, however it is so, due to the triality principle ifin addi­
tion one requires representations T and 17' to be faithful. 

Finally, we describe briefly the Lie algebra G2 of deriva­
tions of octonionic structures. From Proposition 3.1 it fol­
lows that 

G2 = (b eA 2E;[b,v] = 0, b'1'/ = OJ Cso(8). 

The first condition, [b,v] = 0, subtracts so(7) subalgebra 

so(7) = {b eA 2E; b = b ijEi I\Ej , E;.Ejlv; 1<i,j<7} 

=A 2E(7,0). 
Let 

APE(7.0) 3 C(pL~C(pl*eA '-PE(7,0) 

be the Hodge operator in E (7,0). We define the three-vector€" 

A 3E(7,0) 3 E: = E'jkEi I\Ej I\Ek, 1<i<j<k<7, 

where E'jk is that of Lemma 2,6. 
Proposition 3.3: 

G2: = (b eA 2E(7,0); b - bE* = OJ. 
Proof: The condition b'1'/ = 0 for b e G2 is equivalent to 

b'1'/r, = O. The self-dual [see (2.1)] spin tensor has the follow­
ing decomposition in Ctf (8,0) Clifford algebra: 

'1'/r, = .h,{r,'1'/ + r,'1'/J + FabcdEabcd) l<a <b<x <d<8 

=1\(1 +J+F), 

with Fabcd = r,EaEbE cE d'1'/' 
The four-vector F can be decomposed with respect to 

E (7,0) Euclidean subspace of E (8,0) as follows: 

F= €V + J, EeA 2E(7,0), 

where 

A 4E(7,0) 3 f = r,EiEjEkEI'1'/Eijkl l<i<j<k< 1<7. 

From self-duality of '1'/r, with respect to the Hodge star of 
E (8,0) one gets a seven-dimensional duality relation 

E=/* or/= - E*. 

Thus, 

'1'/r,=1(1 +J+€V-E*) 

and 
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o = 8bTJ7j = b + b *v + b€V - bE*, 

which is equivalent to b - bE* = O. Due to reversibility of all 
steps of the proof we get the thesis. • 

IV. FINAL REMARKS 

Let us focus our attention on "spinorial and vectorial 
octonions" (S(+I,4> (+»), (E,¢'). For any (V,TJ)S7 X S7 we have 
such a pair of algebras. In order to classify somewhat distinct 
cases, let us introduce three equivalence relations on the 14-
dimensional manifold S 7 X S 7. 

Definition 5: 

(1) (v,TJ)-(v',TJ') 

(2) (v,TJ):::;:(v',TJ') 

(3) (v,TJ) :::;:(v',TJ') 

iff 4>v.1/ = 4>v',1/" 

iff ¢'V'1/ = ¢'V',1/" 

Introducing then 
Definition 6: 

(1) Oct(S(+): 

(2) Oct(E): 

(3) Oct(S(+),E): 

=S7 XS7/_, 

=S7 X S7/:::;:, 

three sets of octgonion structures, one immediately gets 
Proposition 4.1: 

(1) Oct(S(+») 

(2) Oct(E) 

= RP(7)XS7, 
=S7 X RP(7), 

(3) Oct(S(+),E) =S7XS7, 

and an obvious corollary. 
Corollary 4.1: 

Spin(8)/Aut(S(+») = RP(7)XS7, 
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Spin(8)/ Aut(E) = S 7 XRP (7), 

Spin(8)/Aut(S(+),E) = S7XS7, 

Spin(7)1Aut(S(+),E) = S7. 
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It is shown that the canonical representation space of Gel'fand and co-workers is particularly 
appropriate for problems requiring explicit reduction under the noncompact SO(I,I) and E(1) 
bases for both the principal and exceptional series of representations of SL(2,R ). We use this 
realization to set up complete orthonormal sets of eigendistributions corresponding to the three 
subgroup reductions, namely, SL(2,R ):>SO(1,I), SL(2,R ):>E(I), and SL(2,R ):>SO(2), and 
evaluate the unitary transformations connecting these reductions. These overlap matrix elements 
appear as the applications of these distributions to a set of well-defined test functions. Using the 
rigorous theory of analytic continuation we show that the results for the exceptional 
representations have the same analytic forms as the corresponding results for the principal series. 
Some of these results are essential prerequisites for the solution of the Clebsch-Gordan problem 
(series and coefficients) ofSL(2,R) in the SO(1,I) basis. 

I. INTRODUCTION 
The complete classification of the unitary irreducible 

representations (UIR's) ofSL(2,R ) was given by Bargmann. I 

This group, its covering group SL(2,R) and its representa­
tions were further studied by Pukanszky,2 Barut and Frons­
dal/ Sally, Jr.,4 and Lang.5 

The UIR's of SL(2,R ) contain two continuous series: 
first, the principal series labeled by a pair of indices (E,j), 
where E is a reflection label and takes on the values 0 and 1, 
and j is a complex number of the form j = -! + is, 
- 00 < s < 00; and second, the exceptional series character-

ized by a single real parameter j varying over a finite interval 
- 1 <j < O. The UIR's, in addition, contain discrete spectra 
characterized by negative integral or half-integral values ofj. 

The exceptional UIR's ofSL(2,R ) contain some unfami­
liar features and are believed to be really exceptional insofar 
as they have no analog in the representation theory of com­
pact groups. These representations do not appear in the de­
composition of the left regular representation into irreduci­
ble representations. "It is, as if, nature has made this object, 
found no use for it and, therefore, discarded it."6 

The representations of the principal series were realized 
by Bargmann in the Hilbert spaceL 2(¢ ) offunctions defined 
on the unit circle. The exceptional series was defined in a 
similar function space but with a nonlocal metric. Although 
Bargmann's realization was used in the past in connection 
with the reduction of the representations of SL(2,R ) under 
the hyperbolic SOt 1,1) and the parabolic E( 1) subgroups,7-11 
it called for a complicated set of transformations and the 
resulting bases tum out to be too complicated for further use. 
This is because Bargmann's realization is really suited to 
problems requiring reduction under the elliptic SO(2) sub­
group. 12 Some simplification has been achieved more recent­
ly by using the oscillator realization proposed by Holman 
and Biedenham, 13 Barut and Bohm, 14 Moshinsky,I5 Wolf, 16 
and Mukunda and co-workers17

, amongst others. IS In con­
trast to the canonical realization of Bargmann, the oscillator 
realization leads to a second-order operator realization of 
the Lie algebra which on exponentiation yields a parame­
trized continuum of integral transforms. In a number of pre-

vious papers19 we have used these integral transform realiza­
tions ofSL(2,R ) [as well as ofSL(2,C)] to evaluate the matrix 
elements of operators, Clebsch-Gordan coefficients, etc. 

The oscillator realization unfortunately does not yield 
the exceptional UIR's of SL(2,R ). Consequently we could 
deal only with the principal and discrete series of representa­
tions in our previous papers.19 The object of the present in­
vestigation is to supplement the previous results by parallel 
results for the exceptional UIR's of SL(2,R ). For this pur­
pose the representation space of Gel'fand, Graev, and Vilen­
kin20 seems to be particularly appropriate. This realization 
of the principal and exceptional UIR's of SL(2,R ) turns out 
to be a convenient starting point for many practical calcula­
tions, particularly those requiring explicit reduction under 
the hyperbolic SO(I,I) or the parabolic E(I) bases. The re­
ductions lead to a class of distributions which have been 
studied extensively by Gel'fand and Shilov.21 

We set up complete orthonormal sets of eigendistribu­
tions corresponding to the three subgroup reductions and 
evaluate the various overlap matrix elements which appear 
as the applications of these distributions to a set of well­
defined test functions. We use the rigorous theory of analytic 
continuation of classical analysis to evaluate the SO(2)­
SO(I,I) and SO(2)-E(I) overlaps which are given in terms of 
Gauss' hypergeometric and Whittaker functions, respective­
ly. These results for the exceptional representations tum out 
to have the same analytic form as the corresponding results 
for the principal series previously obtained by us, 19(a),(b),(d) by 
Kalnins,22 and by Montgomery and 0'Raifeartaigh.23 The 
SOt 1,1 )-E( 1) overlaps, on the other hand, tum out to be dis­
tributions of the type.xl'± . 

Some of the results of this paper are essential prerequi­
sites for the solution of the Clebsch-Gordan problem of 
SL(2,R) in the hyperbolic SO(I,I) basis involving the cou­
pling of the exceptional UIR's which has not, so far, been 
treated in the literature. This problem is currently under 
investigation. 

II. THE GEL'FAND-GRAEV-VILENKIN REALIZATION 

The group SL(2,R ) is the group of real matrices 
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g= (; !) 
with determinant 1 in two dimensions. In the realization of 
Gel'fand and co-workers the representations ofSL(2,R) are 
constructed in the space D(j.~) of functions t/J (X I ,x2) of two 
real variables x I and X 2 satisfying the following require­
ments: (a) t/J (X I ,x2) is homogeneous of degree 2j; (b) t/J (X I ,x2) 
has a definite parity ( - 1)~, wheru = Oor 1; and (c) t/J (X I ,x2) 
is infinitely differentiable everywhere except at the origin. 
The requirement of homogeneity ensures that D(j,E) can be 
realized as the space offunctionsf(x) of a single real variable 
x = X I /X2• Further restrictions onj and € are obtained if the 
representations are required, in addition, to be unitary. The 
condition of unitarity leads to the following classes of repre­
sentations. 

(a) Principal series: The representations ofthe principal 
series are defined by 

T(j'~)f(x) = I.ox + c5121 sgn~(.ox + c5)f(ax + r), (2.1) 
g .ox + c5 

wherej = -! + is, - 00 <s < 00 and € = 0 or 1. These re­
presentations are unitary in L 2(R ), i.e., with respect to the 
scalar product 

(f1,!2) = J fl(x)];(x)dx . (2.2) 

(b) Exceptional series: The representations of the excep­
tional series correspond to € = 0 and these are defined by 

T(l) f(x) = I.ox + c5 I 21 (ax + r) , (2.3) 
g .ox + c5 

where j is a real number lying between 0 and - 1. These 
representations are unitary in the Hilbert space L j(R ) in 
which the scalar product involves a nonlocal metric: 

( I' 1') - 1 J I'(x )Ix -x 1- 2j-2 
JI,J2- r (_2j_l) JI I I 2 

xJ2(x2)dx I dX2 . (2.4) 

The above integral converges in the usual sense for 
- 1 <j < -!. For -! <j < 0 it is to be understood in the 

sense of its regularization. These two sectors, however, are 
unitarily equivalent. 

(c) Discrete series: The representations of the discrete 
series or the so-called analytic representations are character­
ized by j = -!, - 1, .... These representations are unitary 
in the Hilbert space of functions analytic in the half-planes 
1m z > 0 and 1m z < O. The former are called the positive dis­
crete series and the latter the negative discrete series. Since, 
in this paper, we shall be mainly concerned with the excep­
tional representations we do not give the explicit operator 
form of these representations. 

The generators ofSL(2,R ), in this realization, are first-
order differential operators in Lj(R ) and these are given by 

J _ .[ (1 - x
2

) d +' ] 1-- 1 - JX, 
2 dx 

J2 = i [x ! -j] , (2.5) 

J _ . [ (1 + x2
) d .] 3- 1 --JX . 

2 dx 
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Here J I and J2 generate the boost hyperbolic subgroups 
SO(I,l), J3 generates the compact elliptic subgroup SO(2), 
and T ± = J I ± J3 generate the Euclidean parabolic sub­
groups E( 1). 

The representations are unitary and consequently the 
generators (2.5) are Hermitian under the scalar product (2.4). 
It is sometimes more convenient to express the scalar pro­
duct in the "momentum space" by introducing the Fourier 
transform 

f(x) = _l_Jh (p)e-tx p dp, 
211' 

h (p) = J f(x)etx p dx. 

(2.6) 

We follow here the definition of Fourier transform as adopt­
ed by Gel'fand and Shilov24 because we shall frequently deal 
with the Fourier transforms of the distributions that have 
been extensively treated by them. 

In the momentum space the nonlocal metric disappears 
and the scalar product takes the form 

(fl,h) = - Si: 1Tj J hl(p)h2(p)1P12
j+ I dp, (2.7) 

where hi and h2 are the Fourier transforms offl andf2' re­
spectively. Since - 1 <j < 0 for the exceptional UIR's the 
squared norm (f,f) is positive definite. 

Following Gel'fand and Shilov21 we now give the defi­
nitions and basic properties of some distributions which will 
appear in this work. We start with the functions x"± . Let us 
first consider x"+ which is defined by 

-u = {x", for x>O, 
A' (2.8) 

+ 0, for x<O. 

We now define the distribution x"+ as follows. For 
Re,u> -1 

(x"+ ,t/J ) = fO x"t/J (x)dx , (2.9) 

where t/J (x) is a sufficiently smooth test function with a com­
pact support. For other values of,u this distribution is de­
fined by the appropriate regularization procedure. In this 
work, however, the restriction Re,u > - 1 is obeyed and the 
regularization of the integral will not be needed. 

Similarly we consider the distribution corresponding to 

x" = {lxV' , 
- 0, 

for x<O, 

for x>O. 
(2.10) 

For Re,u > - 1 this function defines a regular functional 

(x"_ ,t/J ) = [00 Ix 11't/J (x) = i oo 

x"t/J ( - x)dx . (2.11) 

We now introduce the distributions (x ± iOr in the following 
way. We define 

{
eil'1I'lxll' for x < 0 

(x + iOr = lim (x + iy'f' = ' , (2.12a) 
),-++0 x", for x>O, 

(x-iO}l'= lim (x-iy}l'= {e- iiJ
1I'Ixl l', for x<O, 

),-++0 x", for x>O. 
(2. 12b) 

These functions exist for all,u and define regular functionals 
for Re,u > - 1. 
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In this work we shall have occasion to deal with the 
Fourier transforms of these distributions which are given 
by25 

hJ'±(p) = f:"" eixp(x±iOrdx 

21Te ± i1TJ'/2 
= F(-Il) p~J'-1 

III. SUBGROUP-ADAPTED EIGENDISTRIBUTIONS 

A. SL(2,R)::>SO(1,1) 

(2.13) 

The simplest operator in the hyperbolic orbit is J2 and 
its eigenfunctions can be shown to be the distributions 

f ± N±( 'OY'- a A. = A. x±z , (3.1) 

where 

±_[ F(-j+U)F(_j-U)]1I2 
NA. - - . 

8r sin 1Tje ± 1TA. 
(3.2) 

These are, as shown below, Dirac orthonormal and com­
plete. 

(a) Orthonormality: To establish the orthonormality we 
introduce the Fourier transforms of the eigendistributions 
(3.1) as given by Eq. (2.13) in the scalar product (2.7). Thus, 

(f1,J~',) = 8"..,8(A -A'), (3.3) 

whereE= ±. 
(b) Completeness: We shall now show that the normal­

ized eigendistributions (3.1) form a complete set. The com­
pleteness condition, however, involves the nonlocal metric 
and requires 

f
dA 1 fdX"lx'-X"I-2j-2 

F( -2j-1) 

X L f1(x")f1(x) = 8(x - x'). 
~= ± 

This can be written as 

f dA ~?± 81(x')f1(x)=8(x-x'), 

where 

8 ±(x')- Nf 
A. - F( _ 2j - 1) 

(3.4a) 

(3.4b) 

X f dx" lx' - x" 1- 2j - 2(X" =F iO)j+ a. (3.5) 

Inserting the Fourier transforms of the eigendistributions 
(x =F iOY + a we obtain after some calculations 

2N ± e =F (i1T/2)(j + a) sin .,..; 
8 ±( ') _ A. UJ 

..t X - - --F-( --j---U-) --

X f p~- ae - ix'p dp . (3.6) 

Comparison ofEq. (3.6) with Eq. (2.13) reveals that the rhs, 
apart from constant factors, is the Fourier transform of 
(x' =F iO) - j - 1 + a. The nonlocal metric, therefore, effectively 
plays the same role that the complex conjugation does in the 
principal series. Both change j to - j - 1. We thus obtain 
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8 ± ' _ - 21T sin 1Tje =F (i1T12)(2j+ I)N f (x' =F iO) - j - 1 + a 

A. (x) - sin 1T{j + 1 - U )F( - j - U)F( - j + U) . 
(3.7) 

Inserting Eq. (3.7) in the lhs of the completeness condition 
(3.4b) we obtain 

f dA ~?± 81(x')f1(x) 

= _1_ [ei1T(2j+ I) fdA (x' - iO)-i- 1 +a(x + iOy-a 
21T e21TA. + e - i17{2j + I) 

+ ei17{2j+ I) fdA (x' + iO)-j-1 +a(x - iOy-a] . 
e - 21TA. + ei17{2j + I) 

(3.8) 

Taking x, x' > 0 and setting x = et, x' = et', we obtain 

f dA E?± 81(x')f1(x) 

= ej(t - t ') - t ' dA -:--:-e __ :-::-:--:-: 
f [ 

-i17{2j+ I) 

e21TA. + e - i17{2j + I) 

+ e e-a(t-t'). i17{2j+ I) ] 

e - 21TA. + ei17{2j + I) 
(3.9) 

Since the term in the bracket sums up to unity we have 

f dA ~?± 81(x')f1(x)=e- t8(t-t')=8(x-x'). 

The same result holds when x and x' are both negative. 
When one of x and x' is positive and the other negative the 
rhs of(3.8) is zero. This completes the proof of the complete­
ness condition (3.4). 

B. SL(2,R)::>E(1) 

The two operators generating conjugate E( 1) subgroups 
are T ± = J 1 ± J3• The simpler operator in the parabolic or­
bit is, however, T _ = J 1 - J3 and the normalized eigendis­
tribution of T _ is given by 

eO'(x) = NO'ei= , 

where 

NO' = [ - (10'1- 2j- 1/41T sin 1TJlp/2 . 

These are also Dirac orthonormal and complete. 

(3.10) 

(3.11) 

(a) Orthonormality: To establish the orthonormality we 
notice 

(eO'"eO')=NO'NO', J eiu'''80'(x)dx , (3.12) 

where 

8 (x) = 1 J Ix _x'I- 2j - 2e- i=' dx' (3.13a) 
0' F(-2j-1) 

= - 2 sin 1Ij10'1 2j+ le-
i=. (3.13b) 

Inserting Eq. (3.13b) in Eq. (3.12) we obtain 

(eO'"eO') = 8(0" - 0'). (3.14) 

(b ) Completeness: The completeness condition now re­
quires 

(3.15) 
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where O,,(x) is given by (3. 13a). Inserting 0" from Eq. (3.13b) 
in the lhs of(3.15) and using Eqs. (3.10) and (3.11) the com­
pleteness condition can be immediately obtained. 
C. SL(2,R)::::>SO(2) 

The compact SO(2) subgroup is generated by J3 and the 
eigenfunctions (proper) are given by 

gm = Nm(1 + ix)l-m(1- ix)l+m, (3.16) 

where 

N - --~-~---
_ [ r (m - J)2 - 21 - 2 ] 112 

m 1T sin 1Tjr (m + j + 1) . 
(3.17) 

(a) Orthonormality: To establish the orthonormality of 
gm under the scalar product (2.4) we note that 

(gm,,gm) = Nm,Nm f tP~,(x)Olm(x)dx, (3.18) 

where 

tP{,,(x) = (1 + ixy-m(l _ ix)1+m, (3.19) 

and 

O{,,(x) = r( _ ~j _ 1) f Ix _x'I- 21 - 2 ¢,{,,(x')dx'. 

Inserting the Fourier transform of tP {", 

tP{" (x) = _1_ f e - ixph {" (p)dp , 
21T 

where 

(3.20) 

h{,,(p) = f(l+ix)l- m(l-iX)l+ meix Pdx, (3.21) 

we obtain after some calculations 

O{,,(x) = - Si: 1Tj f ii{,,(p)lpI21+ leixp dp. (3.22) 

The Fourier transform h {" (p) which is calculated in the next 
section [see Eq. (4.23)] is real and satisfies 

h{,,(p)lpI21+ 1= 221+ I rIm + j + 1) h ,;l-l(p). 
rIm -J) 

(3.23) 

Thus 

O{,,(x) = - 221+2 sin 1Tj rIm + j + 1) ¢',;l-I(X). 
rIm -'Jl 

(3.24) 

Substituting Eq. (3.24) in (3.18) we have 

(g , ) = _ 221+2 sin 1Tjr(m + j + l)N ,N 
m,gm r(m-J) m m 

X -8, . f~(l +ix)m-m'_ 
1+x21-ix mm 

(3.25) 

(b ) Completeness: The completeness of the compact ei­
genbases requires that 

~ r( _ ~j -1) f dx"lx' -x"I-
21

-
2
gm(x")gm(x) 

= 8(x' - x) . (3.26a) 

This requirement can be written as 
00 

L N~ o{" (x')tP{" (x) = 8(x' - x) . (3.26b) 
m= - 00 
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Inserting Eq. (3.24) (with x replaced by x') into the lhs of 
(3.26b) and setting x = tan(tP 12), x' = tan(tP '/2) we obtain 
after some calculation 

= (sec2 £) -1 
- l(sec2 ~)1 .f eim(,p' -,p I 

2 2 m=-oo 

= 2 cos2(tP 12)<5 (tP ' - tP ) = 8 (x' - x) . 

This completes the proof of the completeness of the elliptic 
SO(2) bases. 

IV. UNITARY TRANSFORMATIONS CONNECTING THE 
THREE REDUCTIONS 

A. SO(2)-80(1,1) overlap 

This overlap is the coefficient of expansion of the com­
pact basis (3.16) in terms of the eigendistributions (3.1) and is 
given by 

E ~ = (gm,fl) (4.1a) 

=Nm f(l+ixy-m(l-iX)l+mOl(x)dX, (4.1b) 

where the distribution 0 )..± (x) is defined by Eq. (3.5) and is, 
therefore, given by (3.7). We, therefore, obtain 

21T sin 1T,]'e=F(i1T/2)(21+ liN N ± 
E~ = m).. K± 

sin 1T(j - iA )F ( - j - iA )r ( - j + iA ) m)..' 
(4.2) 

where 

K ~ = f: 00 (1 + ix)l-m(1- ix)1+ m(x=F iO)-J-1 +j).. dx. 

(4.3) 

This integral may be thought of as representing the applica­
tion of (x =F iO) - 1 - I + j).. to the test function 
(1 +ix)l-m(l_ix)l+m. 

Taking K ,;::., for example, we note that on introducing 
z = ~(1 - ix) the rhs of (4.3) can be written as a line integral 
along Re z = !. We, therefore, obtain 

K';::' = - i22]+ IJm).. , (4.4) 

where 

Jm).. = [!+i
oo 

z1+m(l_z)l-m 
J!- ioo 

X [ - i(l + 0 - 2z)] -1-1 + j).. dz. (4.5) 

The only singularities of the integrand are the branch points 
at z = 0, z = 1, and z = ~ + O. We note that the branch point 
at z = ~ + 0 is away from the path of integration (Re z = !). 
The integrand is single valued and analytic\ in the z-plane 
assumed cut along the negative real axis from 0 to - 00 and 
along the positive real axis from! + 0 to 00. The cut for the 
second factor of the integrand is likewise taken from 1 to 00. 

If we, therefore, choose, as shown in the Fig. 1, a closed 
contour ~, by Cauchy's theorem 

f z1+ m( 1 - z)l - m [ - i( 1 + 0 - 2z)] - 1 - I + j).. dz = 0 . 

(4.6) 
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FIG. 1. The contour oX. 

Since the integrals over the large circular arcs SI and S2 van­
ish, we have 

J".;,. = _e-(i1T/2)(-i- I+iJ..)/".;,., (4.7) 

where 

ImA. = L zi+ mIl - z)i- m(l - 2z) -i-I + iJ.. dz. (4.8) 

Here C stands for the part of ~ formed by the small circles of 
radius E around the origin and the branch cut from - E to 
- 00. 

We now use the rigorous theory of analytic continu­
ation to show that I".;,. is essentially a contour integral repre­
sentati()n of a hypergeometric function of argument - 1. 
The procedure is an adaptation of Cauchy's method of ana­
lytic continuation of functions defined by definite integrals 
outside the region of convergence of the integrals. We start 
with26 

rIc) LOO 1'-1(1 +st- C(1 +2s)-ads 
r (b )F (c - b) 0 

=F(a,b;c; - 1), (4.9) 

which is valid for Re c> Re b > O. 
The condition Re b > 0 can be relaxed if we recast the 

above equation in terms of a contour integral over C. Al­
though the line integral does not converge for Re b,O, the 
contour integral 

(4.10) 

continues to define an analytic function of b because the di­
vergence at the origin is canceled by the contribution of the 
small circle s around the origin. The contour C in Eq. (4.8), 
therefore, removes all restrictions on m. Now, for Re b > 0, 
the contour integral (4.10) reduces to the line integral 

Li>-I(I-zt - C(I-2z)-a dZ 

=2isin1T(b-l) loo 1'-1(1 +s)a-c(1 +2s)-ads. 

(4.11) 

Since the contour integral defines an analytic function of b 
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and reduces to the line integral [rhs of (4.11 )] for Re b > 0, we 
obtain, by the principle of analytic continuation, 

F(a b·c· _ 1) = F(c) 
, , , 2i sin 1T(b - l)r(b )F(c - b) 

X Li>-I(l-Z)a-c(I-2z)-adZ, (4.12) 

for Re c > Re b and arbitrary b. Comparing (4.12) and (4.8) 
we finally have 

I _ 2i sin 1T(j + m)F (j + m + 1)F ( - j - U ) 
".;,. - F(m + 1 - u) 

XF(j + 1 - U,j + m + l;m + 1 - U; - 1). 
(4.13) 

Using Eqs. (4.2)-(4.8) and Eq. (4.13) we can now immediately 
write down the overlap matrix element 

E + _ (- )m1T-1/22i+ 1/2 sin 1Tje- i1lj12 

".;,. - sin 1T(j - U )F (m + 1 - U ) 

X [rIm -J1F(m +j + 1)F( - j - U )]112 
F(-j+U) 

XF(j + 1-u;j + m + l;n + 1 - U; - 1). 
(4.14) 

Similarly 

E~=ei1ljE~mA.· (4.15) 

The SO(2)-80(1,1) overlap matrix elements, therefore, in­
volve only one hypergeometric function and are simpler 
than those for the principal series appearing in our previous 
paper. 19

(d) They are, of course, unitarily equivalent. 

B. SO(2)-E(1) overlap 

This overlap matrix element is given by 

Fmu = (gm,eu) 

= NmNu J (1 + ix)i-m(1- ix)i+mOu(x)dx, 

(4.16) 

where the distribution Ou(x) is defined by Eq. (3. 13a). Using 
Eq. (3.13b) we obtain after simplification 

E - 2' '1 12i+ IN N I mu- - sln1TJu m u mu' (4.17) 

where 

Imu = J: 00 (1 - ix)i-m(l + ixJi+rneiux dx. (4.18) 

For the evaluation of I rnu we consider the two cases u > 0 and 
u < 0 separately. We first consider u> O. Putting as before, 
!( 1 + ix) = z, the integral can be written as a line integral 
along Re z = ! and we have 

The only singularities of the integrand in the finite part of the 
z plane are the branch points at z = 0 and z = 1. The inte­
grand is, therefore, single values and analytic in the z plane 
assumed cut along the negative real axis from 0 to - 00 and 
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along the positive real axis from 1 to ~. If we, therefore, 
choose a closed contour Z similar to the one of the previous 
subsection we obtain 

Imu=i22i+le-u L~=zj+m(I-Z)j-mdz, (4.20) 

where C, as before, consists of a small circle of radius E cen­
tered at the origin and the branch cut from - E to - ~. 

Following the method of the previous subsection and 
using27 

1''' e - txt a( 1 + t ) P dt 

= r(a + 1)~/2x - [(a +P)/2] -I Wjp_ a)/2,(a +P+ 1)/2 (X) , 
(4.21) 

it can be shown that Eq. (4.20) now gives us a contour inte­
gral representation of the Whittaker function and this is val­
id for all values of m. We therefore obtain 

lmu = - '}/+ 1 sin 1T(j + m)I'(j + m + 1) 

X 0" - J - 1 W _ m,i+ 112 (20") , (4.22) 

for 0" > O. For 0" < 0 we may proceed similarly and combining 
the two cases we obtain the general result 

Imu = - 2i+ I sin 1T'(j + sgn O"m)r(j + sgn O"m + 1) 

X IO"I-J-IW -sgnum,i+ 112(210"\)· (4.23) 

It should be noted that the Fourier transform h ~ (p) defined 
by Eq. (3.21) of the previous section is equal to 1_ mp and 
satisfies the identity (3.23). 

The SO(2)-E(I) overlap can now be computed and is 
given by 

F = (_)m+1 2i + 1sin .[ r(m-JI ]112 
mu 1T' 11] r(m + j + 1) 

xr(j + sgn CTm + 1)10"1-1/2W -sgnum,i+ 112 (210"\)· 
(4.24) 

C. SOt 1,1 )-E( 1) overlap 

This overlap matrix element is given by 

G 1i = (eu,f l) . (4.25) 

Following the method of Sec. III it can be verified that the 
G 1i, apart from certain constant factors, are the Fourier 
transforms of the distributions (x =F iO) - J - I + iA and these 
are given by 

G ± - 1/2-iA e+ iTlj/2 [r(-J'+iA)]1I2 . 
UA. =..ffii r( _ j _ iA) 0" ± . 

(4.26) 

These are essentially Mellin transform kernels. 
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Unitary irreps of SL(3,R) which contain a representation D j ofSU(2) at most once are known to 
exist with SU(2) contentj = k + 2n (n = 0,1,2, .. and k = O,P). Giiler, in a recent paper, claims 
that there also exist multiplicity-free unitary representations with SU(2) contentj = ko' ko + I, 
ko + 2, ... , for ko> 3. We show that such representations do not exist for ko> 1. 

The group SL(3,R) is of considerable importance in 
both nuclear and particle physics as well as in mathematics. 

In particle physics, the group SL(3,R) appears as a form of 
dynamical symmetry underlying hadronic Regge bands, 1 

implementing thereby a suggestion of Gell-Mann's to en­
large symmetry considerations to encompass Hamiltonians 
which are functions of transition operators that generate the 
symmetry. The same concept, applied to nuclear physics, 2 is 

responsible for nuclear rotational bands [ SL(3R) being the 
group of rotations and volume-preserving deformations of 
the nucleus]. These applications have led to several investi­

gations to determine all unitary irreps of SL(3R); a sum­
mary has been given by Sijacki. 3 

The present paper is concerned with unitary irreps of 
=-=--=-o-SL(3,R ) that contain a representation D j of SU(2) at most 

once. We call these "multiplicity-free representations." This 
note was prompted by a recent paper by Giiler4 who claims 
to have constructed a new set of multiplicity-free (unitary) 
irreps having the SU2 content:j = k, k + 1, k + 2, ... , with 
k> 3. The purpose of the present note is to prove that these 
new irreps do not exist. 

To begin let us recall the approach to the SL(3,R ) alge­
bra suggested by Gell-Mann (this will lead to a considerable 
simplification which will be pointed out below). Consider the 
angular momentum operators J, obeying the commutation 
relations: 

JxJ =iJ, (1) 

and adjoin the physical mass quadrupole operator Q. Since 
Q is a quadrupole tensor operator it obeys the commutation 
rule5 

[Jm,Qq] = L C~~2q,Qq' (2) 
q' 

(where C ::: are Wigner coefficients5
). Moreover Q (as a func­

tion of position operators) obeys the commutation rule 

(3) 
The commutation rules (1)-(3) lead to the algebra of the 

a) On leave from the Department of Physics, Duke University, Durham, 
North Carolina 27706. 

group T 5 @ SU2 [a contraction of SL(3R)] for which the 
multiplicity-free, unitary, "ladder" irreps:j = jo,jo + 1, ... , 
jo = !, 1,~, ... , certainly do exist.6 In Ref. 1, an elegant meth­
od, inverse to contraction, was given whereby one can obtain 

the SL(3,R) algebra. For this purpose one defines a new 
quadrupole operator T, which is the time derivative of Q. 

and 

The resulting commutation relations for J and Tare 

JxJ=iJ, 

[Jm,Tq] = L C~~2q' Tq" 
q' 

[T +2,T -2] = - 4Jo· 

(1) 

(2') 

(4) 

Equation (4) is the crucial new relation, all other commuta­
tors ofT with T follow from this one using Eq. (1) and (2'). 

To solve these commutation relations, we introduce an 
angular momentum basis IJM), and explicitly assume that 
the representation is multiplicity-free, that is, each angular 
momentum J occurs at most once. With respect to this basis, 
the operator T takes the form 

(J'M'ITq IJM) = (2J' + 1)-1/2C.IJ:~, (J'II J), (5) 

where we have abbreviated the reduced matrix element 
(J'IITII J) by (J'II 1). 

There is an important physical constraint on the matrix 
elements of T which comes from the interpretation of T as 
the time derivative of Q. From this interpretation one has 

(J'IITII J)=( J'IIQ II J) 

= (ilofi)(E( J') - E( J))( J'IIQ II J), (6) 

whereE ( J) is the energy of the state IJM ). It follows that the 
diagonal matrix elements of T must vanish if the diagonal 
matrix elements of the mass quadrupole operator Q are to be 
finite, that is 

(JII J) =0. (7) 

[This is the simplification mentioned earlier; it is crucial for 

known physical applications of SL(3,R) symmetry.] 
We can now determine the constraints on ( J'II J) re­

sulting from the commutation relation, Eq. (4), There are 
two equations: 

..!'J( J'II 1)( III J) W( J2 J' 2; 13) = 0, (8) 

18 J. Math. Phys. 26 (1), January 1985 0022-2488/85/010018-03$02.50 @ 1985 American Institute of Physics 18 



                                                                                                                                    

and 

~J( J'II J)( JII J) W( J2J' 2; J 1) 

=~1O/3[J(J+ 1)(2J+ 1)p/2£5f. 

[The W( ... ) in (8) and (9) are Racah coefficients.5
] 

(9) 

(To understand the meaning of constraints (8) and (9), 
note that the commutator in Eq. (4)-as the product of two 
tensor operators of angular momentum 2---can in principle 
contain angular momenta 0, 1,2,3, and 4 (from the abstract 
product 2X2); the antisymmetry of the product implies that 
only angular momenta I[Eq. (9)] and 3[Eq. (8)] can actually 
occur. Finally, the explicit forms on the right-hand sides of 
Eqs. (8) and (9) show that the spin 3 operator vanishes and the 
spin I operator is proportional to J itself.) 

The final constraint on the representation results from 
unitarity. This implies the relation 

Now write out Eqs. (8) and (9) again, this time for J = K, 
J' = K + 1. One finds 

(K + l11K + 2)(K + 211K) W(K2K + 12; K + 2 3) = 0 

(8") 

and 

(K + 1 11K + 2) (K + 211K ) W(K 2 K + 1 2; K + 2 1) = 0 . 

(9") 

The Racah functions appearing in Eqs. (8") and (9") are 
of special forms: W(a b c d;a + b f). For W'softhisform, the 
coefficient is nonzero and positive, provided only that the 
angular momenta involved obey the triangle conditions [for 
the Win (8") these are satisfied becauseK> 1]. 

Thus for K> 1 we conclude 

(K + l11K + 2)(K + 211K) = O. (15) 

(J'II J)* = (- I)J'- J (JII J'). (10) It follows that 

All multiplicity-free unitary irreps of SL(3,R) in the 
Gell-Mann realization are determined by solving the con­
straints: Eqs. (7)-( 10). Since the new irreps claimed by Giiler4 

actually do satisfy Eq. (7), our use of this simplification is 
permissible. 

One set of solutions is easily obtained: put 
( J + 111 J) = 0 (no .JJ = 1 transitions). Then the solution 7 

is 

(JIIJ-l)=O, 

I (J II J - 2) 12 = l(2J)(2J - 1)(2J - 2). (11) 

If J o is the minimum angular momentum in the representa­
tion, then J o must be 0, !, or 1. These three representations8

,9 

are 

0+: J = 0,2,4, ... , 

0-: J = 1,3,5, ... , (12) 

~ +: J = !,~,... (the "quarkel" irrep). 

Now let us look for multiplicity-free unitary irreps for 
which the lowest angular momentum, call it K, obeys K > 1. 

Assuming then that J = K is the minimum angular mo­
mentum, we write out Eqs. (8) and (9) for J = J' = K and 
find ( J = k - 1 and k - 2 do not occur in the sum because K 
is the minimum J; J = K does not occur because 
(KIIK) =0): 

(- )I(K + lIIKWW(K2K2;K + 13) 

+ I(K + 21IK)12W(K2K2;K + 2 3) = 0, (8') 

and 

(-I)I(K + lIIKWW(K2K2;K + 11) 

+ I(K + 21IK)1 2W(K2K2;K + 21) 

= [(lO)(K)(K + 1)(2K + 1)/3P/2. (9') 

The explicit algebraic forms for the W's are given in the 
Appendix. Using these forms we find that Eqs. (8') and (9') 
determine unique, nonzero, and positive values for 

I(K + lllKWand I(K + 211KW: 

19 

I(K + lIIKW>O, 

I(K + 21IK)1 2 >0. 
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(13) 

(14) 

(K + 1 11K + 2) = 0, (16) 

since otherwise (K + 211K ) would necessarily be zero which 
contradicts conclusion (14). [Put differently, Eq. (8') for 
K> 1 implies that if (K + 211K) = 0 then (K + 1 11K ) = 0 
which then implies (since (K 11K) = 0) that the state K is not 
in the respresentation, contrary to hypothesis.] 

Our argument is nearly done. We work out Eq. (8) once 
again, this time for J = J' = K + 1. Using Eqs. (7), (10), and 
(16) we find 

(-I)I(K + lI1KWW(K + 12K + 12;K3) 

+ I (K + 1 11K + 3 W 
X W(K + 12K + 1 2; K + 3 3) = O. (8"') 

The first Win Eq. (8"') is given explicitly in the Appen­
dix and is nonzero and negative for K > 1; the second W has 
the special form, hence it is nonzero and positive. Thus Eq. 
(8"') implies that both matrix elements in Eq. (8"') are zero. In 
particular, 

(K + l1IK) =0. (17) 

But if we now recall Eq. (8a) we see that Eq. (17) implies that 

(K + 211K) = O. (18) 

Since, from Eq. (7), we have (K 11K) = 0, it follows from 
Eqs. (17) and (18) that the state with J = K is noUn the repre­
sentation at all, contrary to our assumption that it was the 
lowest state. 

We conclude multiplicity-free unitary irreps obeying the 
Gell-Mann condition Eq. (7) with SU(2) content J =K, K + 1, 
K + 2, ... and K> 1 do not exist. Noting once again that the 
irreps claimed by Giiler4 satisfy Eq. (7) and have the form 
J = K, K + 1, ... , K> 3 we conclude these irreps cannot ex-
ist. 

Concluding remark: This work was done in 1971, and 
was carried out at the suggestion of Professor Gell-Mann. 
The nonexistence of a class of unirreps did not then seem 
publishable (after all, there are many nonexistent representa­
tions). We believe our argument on nonexistence is now of 
interest since Giiler has published a claim to the contrary. 
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APPENDIX 

We collect here the Racah coefficients5 used in the text: 

W(K2K2;K + 13) 

=(K+3) 

[ 
4(2K - 1)(2K - 2) ]112 

X 35(K)(2K + 1)(2K + 2)(2K + 3)(2K + 4) , 

W(K2K2; K + 2 3) 

[ 
(2K)(2K - 1)(2K - 2) ]112 

= 70(2K + 1)(2K + 2)(2K + 3)(2K + 4) , 

W(K2K2' K + II) = (-)(K - 2) 
, [30K(K + 1)(2K + 1)]1/2' 

W(K2K2;K + 21) = [ 15(K + ~~2K + I) ]112, 

W(K + 12K + I 2; K 3) 

= (-)(K -1) 

(AI) 

(A2) 

(A3) 

(A4) 

X [ 8(2K + 5)(2K + 6) ] 112 
35(2K )(2K + 1 )(2K + 2)(2K + 3)(2K + 4) . 

(A5) 
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Multiplicity-free, irreducible representations of the group SL(3,R) are obtained from SU(2) 
subgroup representations by a constructive method. It is observed that there exist two series of 
unitary representations with k contents [ko,ko + 1,ko + 2, ... } ko>3, [ko,ko + 2,ko + 4, ... } 
ko = 0, 1, ~ and finite-dimensional representations with k content 
[ko + 1,ko + 3, ... ,ko + 2n + I} ko = 1, ! [2,4,6, ... ,2n}, n = 1,2, ... ,ko = O. 

I. INTRODUCTION 

The problem of determination of all representations of 
semisimple, real, noncompact groups has not been fully 
solved yet. There are mainly two approaches in this respect. 
The first one is a method used by Gel'fand and Graev. I They 
use the functions defined on the coset spaces of the group as 
the representation space and determine principal series of 
unitary, irreducible representations of the noncompact 
group SL(n,R ). The second method is initiated by Chandra2 

who determines all irreducible, unitary representations of a 
noncompact group using the representations induced from a 
maximal compact subgroup. Since the representations of the 
compact group are known, the problem is reduced to the 
determination of all unitary kernels of the compact sub­
group. 

As a specific case, the problem of determination of rep­

resentations of the noncompact group SL(3,R) has been at­
tacked by several authors.3

-
8 Although various methods are 

used to obtain several series of representations, they are far 
from being complete. Even in the most exhaustive works 
some representations are missing and calculations are based 
on some assumptions. In this work we obtain all representa-

tions, unitary and nonunitary, of SL(3,R ) by a method initi­
ated by Naimark.9 This method is simple and direct. Our 
future research will be on the determination of all represen­
tations ofSL(n,R) by the same method. 

II. THE DETERMINATION OF THE REPRESENTATION 
SPACE 

As it is very well known all irreducible representations 
of SU(2) subgroup are labeled by a positive integer or half­
integer k. Eigenvectors I:, (v = - k, - k + 1, ... ,k) of the 
Hermitian infinitesimal operators of the SU(2) Lie algebra 
H + and H _ act on canonical basis vectors as 

Hd: = vi:, 
H+I: = a:+ I 1:+ 1> 

H_I: = a:I:_ I , 

where 

a: = [(k + v)(k - v + 1)] 1/2. 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The representation space Mk is invariant under SU(2) subal­
gebra. Any representation of the SU(2) subgroup is the direct 

sum of irreducible representations given by an integer or 
half-integer k. 

Since any representation of SL(3,R) contains a repre­
sentation of the SU(2) subgroup one should consider the 
space 

(2.5) 

as the multiplicity-free representation space of SL(3,R). 
Hence, the problem of determination of irreducible repre­
sentations of SL(3,R) induced from SU(2) subgroup is re­
duced to the problem of determination of possible k values 
contained in R. For this purpose let us consider the irreduci­
ble space Mk #0. Since all irreducible representations of 
SU(2) subgroup are finite dimensional, a: should be zero for 
some definite v. In fact for v = k 

(2.6) 

In general, it is proved as a theorem4 that any eigenvector of 
H3 corresponding to the eigenvalue v and satisfying the con­
dition H P+ 1 = 0 can be written as a linear combination of 
the eigenstates I:, k = v,v + 1, ... ,v + p - 1, where p is a 
nonzero positive integer. 

The next step is to determine the possible k values in R 
using the commutation relations, which are given in the Ap­
pendix, and the above theorem. The commutation relation 

[H3,T +2] = 2T +2 (2.7) 

gives the vector T +2 I: as a multiple of the eigenvector 
I: + 2' Besides making use of the commutation relation 

[H +,T +2] = 0 (2.8) 

one obtains 

(2.9) 

Noticing H P+ I: = 0 for p = k - v + 1, the vector T +2/: 

can be written as 

(2.10) 

Following the same procedure for the commutation re­
lations 

[H _,Til] = [6 -,u(,u - 1)] 1/
2TIl _ I' ,u = 0, ± 1, ± 2, 

(2.11) 
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one determines 

(2,12) 

1 k+2 
To/~= 61/2 [H_,T+d/~= j~V v~,j/~, (2.13) 

k+2 
k k k I j (2 14) T_I/v= [H_,To] Iv = L Sv-I,j v-I> . 

j=v-I 
k+2 

T_d~ = [H_,T_]/~ = L ~-2,j/~-2' (2.15) 
j=v-2 

where the coefficients 8 ~ + I,j' 1/~,j' S ~ _ I,j' and ~ _ 2,j are 
defined as 

r::.k k {3k 
0v + 1,v + 1 = - a v v + l,v + 1 , 

k k' . k{3k 
8v+ I,j ={3 V+2,ja:,+2 - a:, + 2 - a v v+ I,j' (2.16) 

j = V + 2, ... ,k + 2, 
k kr::.k 

1/v,v = - avuv,v' 
k r::.k -i kr::.k 1/v,j = uv+ 1,}lL'v+ I - avuv,}, j=v+ 1, ... ,k+2, 

(2.17) 

f;-k k k 
~ v-I,v-I = -av1/v-I,v-I' 
f;-k k _i k k . k+2 (2.18) 
~ v-I,} = 1/v,}lL'v - a v1/v-I,}, J = v, ... , , 
~-2,V-2 = - a~S~-2,V-2' 
.)c . k k k (2 1 ) rv-2,} = alv_IS v-I.} - avS v-2,}' . 9 

j=v-1, ... ,k+2. 

In order to be able to construct a representation of 
-=-=--;;--,-SL(3,R ) all the commutation relations given in the Appen-
dix should be satisfied. Hence, our task is now to find all 
nonzero coefficients such that all the commutation relations 
except (2.11) are satisfied. 

The commutation relation [T _2,H _] I~ = 0 and Eq. 
(2.15) gives 

k+2 k+2 
L a~~-3,}/~-3 = L cJ,,-2~-2,j/~-3' 

j=v-3 j=v-2 
(2.20) 

The linear independence of the basis vectors/~ requires 

a~~-3,V-3 = 0, (2.21) 

a~~ _ 3,j = ~ _ 2,jcJ" _ 2' j = v - 2, ... ,k + 2. (2.22) 

Equation (2.21) implies that 

~ _ 3,v _ 3 = 0, V < k + 1, 

~-2,V-2 = 0, v<k, 

(2.23) 

(2.24) 

especially for v = k - 1 

11-3,k-3 =0. 

Besides, Eq. (2.22) forj = v - 2 gives 
k.)c .)c v - 2 0 a v Yv-3.v-2 = -Yv-2,v-2 a v-2 = , 

~-2,V-I =0 for v<k-1, 

and especially for v = k - 2 

rZ-4,k-3 = rZ-4,k-4 = O. 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

Following the same reasoning for j = v - 1,v, ... ,k - :; 
one concludes that the only nonzero ~-2J are forj> k - 3. 
Therefore, 

(2.29) 

Equations (2.16)-(2.19) imply that the coefficients {3 ~ + 2,j' 
8~+ I,j' 1/~j' and S~-I,j are all nonzero forj>k - 3. So 

k+2 
k ~ k . 

T+21v = £.. {3 v+2,jl'v+2' 
j=k-2 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

The commutation relation [T +2,H +] = 0 reduces the 
number of independent coefficients. In fact, 

(2.34) 

The linear independence of the canonical basis vectors 
I~ implies that 

a~!~ {3~+2,v+2 = 0, (2.35) 

{3~+3P~+1 ={3~+2,jcJ,,+3' j=k-2,k-1, ... ,k+2, 

(2.36) 

ni-2 k 

{3 k - I=V+la1 {3k . k 2 k 2 v+2,j -. . i,j' J= - , ... , + . 
nLv+3~ 

(2.37) 

Keeping in mind that the coefficients 8~ + I,j' 1/~,j' S ~ _ I,j' and ~ _ 2,j are functions of {3 ~ + 2,j' all nonzero coefficients are 
expressed in terms of five coefficients{3 J.jj = k - 2,k - l,k,k + l,k + 2, 

22 

{3~+2,k+2 =K(I)(k,v)Ak+2' K(I)(k,v) = [(k+v+ l)(k+v+2)(k+v+3)(k+vjp/2, 

{3~+2,k+1 =K(2)(k,v)Bk+I' K(2)(k,v) = [(k-v)(k+v+ l)(k+v+2)(k+v+3)F/2, 

{3~+2,k =K(3)(k,v)Ck, K(3)(k,v) = [(k - v)(k - v - l)(k + v + l)(k + v + 2jp/2, 

{3~+2,k-1 = K(4)(k,v)Dk' K(4)(k,v) = [(k + v + l)(k - v)(k - v - l)(k - v - 2jp/2, 

{3~+2,k-2 =K(5)(k,v)Ek, K(5)(k,v) = [(k-v)(k-v-l)(k-v-2)(k-v-3)]1/2, 

8~+ I,k+ 2 = L (I)(k,v)Ak + 2' L (I)(k,v) = 4[(k + v + l)(k + v + 2)(k + v + 3)(k - v + 1)] 1/2, 

8~+ I,k+ I = L (2)(k,v)Bk+ I> L (2)(k,v) = (2k - 4v)[(k + v + l)(k + v + 2)]1/2, 

J. Math. Phys., Vol. 26, No.1, January 1985 Y. Guier 

(2.38) 

(2.39) 

(2.40) 

(2.41) 

(2.42) 

(2.43) 

(2.44) 
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8~+ I,k = L (3)(k,v)Ck• L (3)(k,v) = - (4v + 2)[(k - v)(k + v + 1IP/2, 

8~+ I,k-I = L (4)(k,v)Dk, L (4)(k,v) = - (2k + 4v - 2)[(k - v)(k - u - lW /2, 

8~+ l,k-2 = L (S)(k,VlEk' L (S)(k,v) = - 4[(k - v)(k - v - l)(k - v - 2)(k + vW/Z 

1J~,k+Z = M(I)(k,vlAk+ z, M(l)(k,v) = l2[(k + v + l)(k + v + 2)(k - v + 2)(k - v + 2)]1/2 

1J~k+1 =M(2)(k,vlBk+I' M(2)(k,v) = -12vUk+v+ l)(k-v+ 1)]112, 

1J~k = M(3)(k,v)Ck , M(3)(k,v) = l2v2 - 4k2 - 4k, 

1J~k-1 = M(4)(k,v)Dk' M(4)(k,v) = 12v[(k + v)(k - v)p/2, 

1J:'k-2 = M(S)(k,v)Ek, M(S)(k,v) = 12[(k - v)(k - v - l)(k + v)(k + v-I)] lIZ, 

S~-I,k+2 = N(l)(k,vlAk+2' N(1)(k,v) = 24Uk + v + l)(k - v + 2)(k - v + l){k - v + 3)]1/2, 

S~-I,k+ I = N(Z)(k,v)Bk+ I' N(2)(k,v) = - 12(k + 2v)[(k - V + l)(k - V + 2W /2, 

S~-I,k = N(3)(k,v)Ck, N(3)(k,v) = (24v - 12)[(k + v)(k - V + l1P/2, 

S~-I,k+ I = N(41(k,v)Dk' N(4)(k,v) = 12(k - 2v + l)[(k + v)(k + v-I)] 112, 

S ~ _ I,k _ 2 = N(S)(k,v)Ek, N(S)(k,v) = - 24[(k - v)(k + V - l)(k + v)(k + V - 2)) 112, 

~-2,k+2 =P(1)(k,v)Ak+2' P(1)(k,v) = 24[(k - v + 2)(k - V + l)(k - V + 3)(k - V + 4)]1/2, 

~-2,k+ I = P(Z)(k,v)Bk+ I, P(Z)(k,v) = - 24[(k - V + l)(k - V + 2)(k + v)(k - V + 3)P/2, 

~-2,k = P(3)(k,v)Ck, P(3)(k,v) = 24Uk + v)(k - V + l)(k + V - l)(k - V + 2)] 1/2, 

~-2,k-l =P(4)(k,v)Dk, P(4)(k,v) = - 24[(k + V - l)(k + V - 2)(k + v)(k - V + 1))1/2, 

~-2,k-Z =P(S)(k,v)Ek, P<S)(k,v) = 24[(k + v)(k + V -l)(k + V - 2)(k + V _ 3)]1/2, 

where 

A P~+2,k+2 
k+2 = 

[6.7.8.9(2k + 1)(2k + 2)(2k + 3)(2k + 4)]1/2 • 

B P~+ I,k+ 1 C _ PZ,k 
k + 1 = k - ---'-----:-= 

[84k(2k+ 1)(2k+2)P/Z ' [4k(2k-1W I2 ' 

D - f3 L l,k - IE' / P k 
k - [Jb(2k-2)f /2 ' k = v 5 k-Zk-Z' 

(2.45) 

(2.46) 

(2.47) 

(2.48) 

(2.49) 

(2.50) 

(2.51) 

(2.52) 

(2.53) 

(2.54) 

(2.55) 

(2.56) 

(2.57) 

(2.58) 

(2.59) 

(2.60) 

(2.61) 

(2.62) 

(2.63) 

(2.64) 

(2.65) 

Hence, with the aid of some of the commutation relations we determine all nonzero coefficients in terms of five arbitrary 
complexnumbers,Ak + 2 ,Bk + l' Ck,Dk, andEk· Equations (2.29)-(2.33) in terms of these complex numbers are determined as 

T fk = P(SI(k VII? fk- 2 + p(41(k v)D fk - I + P(3)(k vIC fk 
-2 v 'JL'k v-2 'k v-2 'k v-2 

+ p(21(k,v)Bk+ 1 f~~ ~ + p([)(k,v)Ak+ 2f~~f, 

T -tf~ = N(SI(k,v)Ekf~=f + N(4)(k,v)Dkf~= t +N(3)(k,v)Ckf~_1 
+ N(2)(k,vlBk+ 1 f~~: + N(I}(k,vlAk+2f~~~, 

Tof~ = M(S)(k,v)Ek f~ - 2 + M(4)(k,v)Dk f~ - 1 + M(3)(k,v)Ck f~ 

+ MIZI(k,v)Bk+ I f~+ 1 + M(I)(k,v)Ak+2f~+2, 
T +tf~ = L (S)(k,v)Ekf~+f + L (4)(k,v)Dkf~+ t +L (3)(k,v)Ckf~+ 1 

+ L (2)(k,v)Bk + I f~:t: + L (l)(k,V)Ak + 2 f~:t i, 
T +zf~ = KIS)(k,v)Ekf~+i + K(4)(k,v)Dkf~+J + K(3)(k,v)Ckf~+2 

+ K(Z)(k,v)Bk+ I f~:t t + K(1)(k,vlAk+zf~:ti. 

III. THE DETERMINATION OF Akl Bkl Ckl Okl AND £k 

(2.66) 

(2.67) 

(2.68) 

(2.69) 

(2.70) 

To determine the representation space R, five coefficientsAk , Bk, Ck , Dk • and Ek should be calculated as functions of k 
only using the rest of the commutation relations. These relations will give equations containing the arbitrary coefficients. 
Simultaneous solution of the equations will determine Ak , B k' Ck, Dk , and Ek in terms of k only. For the sake of completeness 
we will demonstrate the method for only one commutation relation. All equations resulting from other commutation relations 
will be listed. 

Using Eq. (2.29) and Eq. (2.33), the commutation relation 

(3.1) 
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gives 

T_2 [j~t~2P:+2.j!{+2] - T+2 [j~t~2 Y:-2. j !{-2] = 4v!~, 

j~t~2P~+2.j Lj~~2 Yv.m!:] - m~~:2 Lj~~2P{.m!:] =4v!~. 
The linear independence ofj~ imply the following equations: 

P(S)(k,v)K(S)(k - 2,v - 2)EkEk_ 2 =K(S)(k,v)P(S)(k - 2,v + 2)EkEk_ 2, 

p(S)(k,v)K(4)(k - 2,v - 2)EkDk_2 = P(4)(k,v)K(S)(k - l,v - 2)Ek_ IDk 
=K(S)(k,v)p(4)(k - 2,v + 2)EkDk_2 = K(4)(k,v)P(S)(k - l,v + 2)Ek_ IDk, 

p(S)(k,v)K(3)(k - 2,v - 2)EkCk_ 2 + P(4)(k,v)K(4)(k - l,v - 2)DkDk_1 

+ P(3)(k,v)K(S)(k,v - 2)CkEk = K(S)(k,v)p(3)(k - 2,v + 2)EkCk_ 2 
+ K(4)(k,v)p(4)(k - l,v + 2)DkDk_1 + K(3)(k,v)P(S)(k,v + 2)CkEk, 

p(S)(k,v)K(2)(k - 2,v + 2)EkBk_ 1 + P(4)(k,v)K(3)(k - l,v - 2)DkCk_1 

+P(3)(k,v)K(4)(k,v - 2)CkDk + P(2)(k,v)K(S)(k + l,v - 2)Bk+ IEk+ I 

= K(S)(k,v)p(2)(k - l,v + 2)EkBk_ IK(4)(k,v)p(3)(k - l,v + 2)Ck_ IDk 
+ K(3)(k,v)p(4)(k,v + 2)CkDk +K(2)(k,v)P(S)(k + l,v + 2)Bk+ IEk+ I' 

P(S)(k,v)K°)(k - 2,v - 2)EkAk + P(4)(k,v)K(2)(k - l,v - 2)BkDk + P(3)(k,v)K(3)(k,v - 2)C~ 

+P(2)(k,v)K(4)(k + l,v - 2)Bk+ IDk+ I + P(!)(k,v)K(S)(k + 2,v - 2)Ak+2Ek+2 

= K(S)(k,v)PO)(k - 2,v + 2)EkAk + K(4)(k,v)p(2)(k - l,v + 2)BkDk 

+K(3)(k,v)p(3)(k,v - 2)C~ + K(2)(k,v)p(4)(k + l,v + 2)Bk+ IDk+ I 

+ KO)(k,v)P(S)(k + 2,v + 2)Ak+2Ek+2 + 4v, 

P(4)(k,v)K(!)(k - l,v - 2)Ak+ IDk + P(4)(k,v)K(2)(k,v - 2)CkBk+ I + P(2)(k,v) 

XK(3)(k + l,v - 2)Bk+ I Ck+ I + P(1)(k,v)K(4)(k l2,v - 2)Ak+2Dk+2 

=K(4)(k,v)P°)(k - l,v + 2)Ak+ IDk +K(3)(k,v)p(2)(k,v + 2)CkBk+ I 

+K(2)(k,v)p(3)(k + l,v + 2)Bk+ I Ck+ I + KO)(k,v)p(4)(k + 2,v + 2)Ak+2Dk+2' 

P(3)(k,v)K°)(k,v - 2)Ak+2Ck + P(2)(k,v)K(2)(k + l,v - 2)Bk+ IBk+2 

+ pO)(k,v)K(3)(k + 2,v - 2)Ak+2Ck+2 = K(3)(k,v)P(!)(k,v + 2)Ak+ 2Ck 

+ K(2)(k,v)p(2)(k + l,v - 2)Bk+ IBk+2 + K(!)(k,v)p(3)(k + 2,v + 2)Ak+ 2Ck+2' 

P(2)(k,v)KO)(k + l,v - 2)Bk+ lak+ 3 + pO)(k,v)K(2)(k + 2,v - 2)Ak+2Bk+3 

= K(2)(k,v)p°)(k + l,v + 2)Bk+ IAk+ 3 + KO)(k,v)p(2)(k + 2,v + 2)Ak+ 2Bk+3' 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

P(!)(k,v)K(l)(k + 2,v - 2)Ak+2Ak+4 = KO)(k,v)P(!)(k + 2,v + 2)Ak+2Ak+4' (3.12) 

Repeating the same procedure for the commutation relations [T _I,T -2] = 0, [T _2,T + d = 2H _, [To,T _II] = yl6H_, 
[T+I,T -I] = 2H3, [T+ 2,T_ I] = 2H+-, [To,T +1] = yl6H+, [To,T +2] = 0, and [T+I,T +2] = 0, one obtains equations contain­
ing k,v and five arbitrary functions A k' B k, C k' Dk, and E k' All equations which are functions of k only are listed below: 

kAk+ 3Bk+ 1 -(k+4)Ak+2Bk+3 =0, 

(2k - l)Ak+2Ck - 3Bk+ IBk+2 - (2k + 7)Ak+2Ck+2 = 0, 

3(k-l)Ak+IDk +(k-3)Bk+ICk -(k+5)Bk+ I Ck+1 -3(k+3)Ak+2Dk+2 =0, 

(- 2k + 3)AkEk + (- k + 2)BkDk + 2C~ + (k + 3)Bk+ IDk+ I + (2k + 5)Ak+2Ek+ 2 = 0, 

3(k - 2)Bk_IEk + (k - 4)Ck_ IDk - (k + 4)CkDk - 3(k + 2)Bk+ IEk+ I = 0, 

(- 2k + 5)Ck_ 2Ek + 3DkDk_ 1 + (2k + 3)CkEk = 0, 

(k - 3)EkDk_ 2 - (k + l)Ek_IDk = 0. 

(3.13) 

(3:14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

Since we are free to define a new set of basis vectors !~k = aJ(k lf~, the number of independent coefficients may be 
decreasedbychoosingaJ(k )insucha way that A " = E ",B" = D ". To be able to write Eqs. (2.66)-(2.70) in terms of new basis 
vectors !~k and new coefficients A ", B ", C" one has the restriction 

Ek' = aJ(k) Ek, D" = aJ(k) Dk, C" = Ck, 
aJ(k - 2) aJ(k - 1) 
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B"+l = m(~(:\) B k + 1, A"+2 = m(~(:)2) A k +2· 

The function m(k ) which satisfies A " = E" and B" = D" is 

m(k) = r kif AJEj] 112. 

L=ko+ 1 BjlDj 

(3.20) 

(3.21) 

Here ko is the minimum of k values included in R. Under these conditions Eqs. (3.l3)-(3.l9) in terms of new coefficients A ie, 
B ie, C" read as 

kA"+3B"+1 -(k+4)A"+2B"+3 =0, 

(2k - 1)A ,,+ 2 C" - 3B " + 1 B " + 2 - (2k + 7)A " + 2 C ,,+ 2 = 0, 

3(k-l)A"+IB" +(k-3)B"+IC" -(k+5)B"+IC"+1 -3(k+3)A"+2B"+2 =0, 

(- 2k + 3)A ,,2 + (- k + 2)B ,,2 + 2C~ + (k - 3)B ,,2+ 1 + (2k + 5)A ,,2+2 = O. 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

The last step is to solve Eqs. (3.22)-(3.25) simultaneously for the unknowns A ", B ", C", For this purpose let us write Eq. 
(3.22) for k = k - 2 

(k - 2)A ,,+ 1 B ,,_ 1 = (k + 2)A "B ,,+ l' (3.26) 

Multiplying both sides by k and letting 

Uk = k (k - 2)B ,,_ 1> (3.27) 

Eq. (3.22) takes the form 

A"+l = (Uk+2 /ul)A '" (3.28) 

Since the minimum value of k is ko, Eqs. (2.66)-(2.70) impose the restrictions A "0 = A ko + 1 = B ko = O. Hence, 

A" = Zk (k - 2)(k - 1)(k + 1)B "B" _ l' k = ko + 2,ko + 3, ... , ko#O, (3.29) 

where 

A ko+2 
Z=---~----.:.:!!....:...-=---------

ko(ko + 1)(ko + 2)(ko + 3)B ko+ lB "0+ 2 

Multiplying Eq. (3.23) by (2k + 3) and inserting the expression for A ,,+ 2 one obtains 

(2k + 3)(2k - 1)C" - (2k + 3)(2k + 7)C" + 2 = 3(2k + 3)1Zk (k + 1)(k + 2)(k + 3). 

Letting 

u" = (2k + 3)(2k - 1)C" 

C,,'s are obtained as 

+ (2ko + 3)(2ko - 1)C ko - F(ko,n) 
C" = (2k _ 1)(2k + 3) , k = ko + 2n, n = 1,2, ... , ko#O, 

C'- _ (2ko +5)(2ko + I)Cko+l -F(ko + l,n) 
k - (2k _ 1)(2k + 3) , k = ko + 2n + 1, n = 1,2, ... , ko#O, 

where 

F(ko,n) = ± 3 [2(ko + 2j - 2) + 3] . 
j= 1 Z(ko + 2j - 2)(ko + 2j - l)(ko + 2JJ(ko + 2j + 1) 

Multiplying Eq. (3.24) by (3k + 3), inserting expressions for Ak + 1 , Ak + 2 and letting 

Uk = 9(k - W(k + 1)2B ,,2, 

one obtains 

Uk - Uk +2 = (3(k + I)1Zk(k + 2))[(k + 5)C,,+ 1 - (k - 3)C,,], k #0. 

Eq. (3.37) gives nonzero B ,,'s as 

, [(ko - 3)Cko - (ko + 5)Cko+ I]B ko+ 1 
B ko + 2 = , 

3(ko + 3)A ko+2 

[F'(ko,n)] 1/2 __ 0 12k ...J..O 
B "o+2n = - 3(k

o 
+ 2n _ l)(k

o 
+ 2n + 1)' n ", ... , 0"1 , 

[9k 2(k +2)2B,2 -F'(k + 1 n)]1/2 
B' 0 0 ko+ 1 0' - 12k ...J..O 

ko+2n+ 1 = 3(k
o 

+ 2n)(ko + 2n + 2) , n - , , ... , 0"1 , 
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(3.30) 

(3.31) 

(3.32) 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

(3.38) 

(3.39) 

(3.40) 
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where 

F'(k n) = ~ 3(ko + 2j - l)(ko + 2j + 3) C . _ 
0' j~1 Z(ko + 2j _ 2)(ko + 2j) k o +2J-1 

3(ko + 2j - l)(ko + 2j - 5) C . 
Z (ko + 2j - 2)(ko + 2j) ko + 2J - 2' 

(3.41) 

F'(ko,O) = o. 
Equation (3.25) contributes only for k = ko which reads as 

2C~ + (ko - 3)B ~+ 1 + (2ko + 5).4 k:+2 = O. (3.42) 

Therefore, all nonzero coefficients A k, B k, and C k are determined by nonzero integer or half-integer ko and three indepen­
dent complex numbers B ko + I' C k., and C ko + 1 . 

The case ko = 0 should be treated in the same manner. Equation (3.22) gives 

A 0 = A ; = A ; = 0, 

Ak =Zok(k-2)(k-l)(k+ IlBkB"_I' k= 3,4, ... , ko=O, 

where 

Zo = A 3 /24B i B 3 . 
Inserting Eq. (3.44) for k = k + 2 in Eq. (3.23) one gets 

B; = 0, Co = any complex number, 

5C; -Fo(n) 
C k - = (2k _ 1)(2k + 3)' k = 2n + 1, n = 1,2, ... , ko = 0, 

C'+- 21Ci-Go(n) k k 
k - (2k _ 1)(2k + 3) , = 2n + 2, n = 1,2, ... , 0 = 0, 

where 

F. (n) = ± 3(4j + 1) 
o j= 1 Zo(2j - 1)(2j)(2j + 1)(2j + 2) , 

G (n) = ~ 3(4j + 3) 
o j~1 Z02j(2j + 1)(2j + 2)(2j + 3) , 

Eq. (3.37) takes the form 

Uk - uk+2 = z~i~: :)2) [(k + 5)C k+ 1 - (k - 3)Ck], k = 2,3,4, ... , ko = O. 

So 

( -2C' -6C')B' B' _ 1 2 2 

3 - 12A 3 ' 

[81B;2 _ Fo(n)] 1/2 
B k + = , k = 2n + 2, n = 1,2, ... , ko = 0, 

3(k - l)(k + 1) 

[576B 32 
- G o(n)] 1/2 

B k - = , k = 2n + 3, n = 1,2, ... , ko = 0, 
3(k - l)(k + 1) 

where 

(3.43) 

(3.44) 

(3.45) 

(3.46) 

(3.47) 

(3.48) 

(3.49) 

(3.50) 

(3.51) 

(3.52) 

(3.53) 

(3.54) 

Fo(n) = ± 3(2; + 1) 
j= 1 Z02j(2j + 2) 

Hence, for ko = 0 case all nonzero coefficients A k' B k, and 
C k are determined by three independent complex numbers 
B 2' c; , and C 2. 

X [(2j +5)Ci)+1 -(2j-3)C 2j ], 

Go(n) = ± 3(2; + 2) 
j= 1 Zo(2j + 1)(2j + 2) 

X [(2j + 6)C 2) + 2 - (2j - 2)C 2, + 1 ]. 

For k = ko and k = ko + 1 Eq. (3.25) implies that 

Co =0, 

2C ;2 - 2B i 2 + 7A 32 = O. 
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(3.55) 

(3.56) 

(3.57) 

(3.58) 

Letting B k. + 1 = a + ib, C ko = ao + i{3o, C ko + 1 

= a l + i{31 and using Eqs. (3.30), (3.33), (3.34), and (3.38), 
explicit expressions for Z and C k +,C k - are obtained as 

Z = t{!(k ) [ QU - VY _ i UV + QY] (3.59) 
o U2 + y2 U 2y 2 ' 
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= [,,(k + 1 J}a _ S(ko + 1,j)[QU - VY]] 
./ 0 , I tf!(ko)[Q2 + V2] 

+i[ (k + 1 '){3 _ s(ko + 1,j)[UV+QY]] 
'lJ 0 ,J I t[I(koHQ2 + V2] , 

(3.61) 

where 

Q = 2(P~ - a~) + (ko - 3)(b 2 - a2), (3.62) 

V = 4aoPo + 2ab (ko - 3), (3.63) 

U = (a2 - b 2)[(ko - 3)ao - (ko + 5)ad 

- 2ab [(ko - 3){30 - (ko + 5){3d, 

Y = (a2 - b 2)[(ko - 3){30 - (ko + 5){3d 

+ 2ab [(ko - 3)ao - (ko + 5)a l ], 

tf!(ko) = 3(ko + 3) , 
ko(2ko + 5)(ko + l)(ko + 2)(ko + 3) 

(2ko + 3)(2ko - 1) 
'lJ(ko,j) = , 

[2(ko + 2J} + 3] [2(ko + 2j) - 1] 

5 (ko,JI = F(ko,j) 
[2(ko + 2j) + 3] [2(ko + 2j) - 1] 

(3.64) 

(3.65) 

(3.66) 

(3.67) 

Expressions of A,,'s and B ,,'s are easily determined in 
terms of real numbers ao, Po, ai' PI' a and b, by using Eqs. 
(3.37) and (3.29). 

IV. THE MULTIPLICITY-FREE, IRREDUCIBLE, UNITARY 
REPRESENTATIONS 

The unitary condition requires 

f k fk' fk fk' (Tit v' v,) = - ( v,TIt v'), (4.1) 

where 

J.l = 0, ± 1, ± 2, k = ko + n, n = 0,1,2,3, ... , 
(4.2) 

ko = 0,!,1, ... , v = - k, - k + 1, ... ,k. 

Here the scalar product is well defined in the space R and the 
canonical basis vectorsf~ are orthonormal with respect to 
the scalar product, that is 

(f~,f~:) = Okk'Ovv" (4.3) 

Having determined Tit f~ in terms of A ", B ", and C " 
[Eqs. (2.66)-(2.70)] the unitarY condition imposes restric-• 
tions on the coefficients A ", B ", C,,; especially 

(Tof~,f~) = - (f~,Tof~), 

(Tof~,f~-2) = - (f~,Tof~-2), 

(Tof~,f~-I) = - (f~,To f~-I), 

imply 

(4.4) 

C" = -C,,·, A" = -A,,·, B" =B,,·, (4.5) 

where • shows complex conjugation. All other conditions 
are satisfied identically. These restrictions lead to 

Bk,,+1 =a, C"o =iPo, Ck,,+1 =iPI' 

Q=2{3~ -a2(ko -3), V= U=O, 

Y = a2 [(ko - 3){30 - (ko + 5){3d, 

A 2 - Q ko+2 - - --, 
2ko + 5 

(4.6) 

(4.7) 

(4.8) 

B,2 _ (Y IQtf!(ko))~;= I PIA (ko,j)'lJ(ko + 1,j - 1) - PoB (ko,j)'lJ(ko,j - 1) 
/<,,+2n - 9(ko + 2n - 1)2(ko + 2n + W 

(y2/Q2~(ko))~;= IB (ko,j)s(ko,j - 1) - A (ko,j)s(ko + 1,j - 1) 
+ ----------~------------------------------ (4.9) 

9(ko + 2n - 1)2(ko + 2n + 1)2 

2 9k~(ko + 2)2a2 + (Y IQtf!(ko))~;= I PoA (ko + l,j)'lJ(ko,J) - PIB (ko + 1,J}'lJ(ko + I,j - I) 
Bko+2n+1 = --~~~----~~~~~~~~--~~~--~~~~~~--~--~ 

9(ko + 2n)2(ko + 2n + 2)2 

(y2/Q2~(ko))~;= IB(ko + 1,j)S(ko + 1,j - 1) -A (ko + 1,j)s(ko,j) 

+ 9(ko + 2n)2(ko + 2n + 2)2 ' 
(4.10) 

where 

(ko + 2j - l)(ko + 2j + 3) 

(ko + 2j - 2)(ko + 2j) 

(ko + 2j - 1 )(ko + 2j - 5) 

(ko + 2j - 2)(ko + 2j) 
(4.11) 

Equations (4.9) and (4.10) imply that the unitarity condition, 
B k are real numbers for every k, is satisfied in Y = 0. This 
constraint is satisfied for the following two cases: 

(1) (ko - 3){30 - (ko + 5){31 = 0, a#O, ko#O; (4.12) 

(2) a = 0, ko#O. (4.13) 

Since the parameters Po and PI are independent, constraint 
(4.12) is valid if 

(a) Po =PI = 0, a#O, ko#O, ko#3; or (4.14) 
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I~-----------------------------------
(4.15) 

In the general approach the aim was to obtain A ", B ", 
and C k by solving fundamental equations (3.22)-(3.25). But 
now the problem is to determine those A ", B ", and C" 
which satisfy the fundamental equations and are consistent 
with the constraints imposed by the unitarity. All possible 
cases are listed below. 

(Ia) For Po = PI = 0, a#O, ko#O 

C"0+2n =Ck,,+2n+1 =0, n=0,1,2, ... , 

B k,,+ 2n = 0, n = 1,2,3, ... , 

(4.16) 

(4.17) 

B "0+ 2"+ 1= (ko + 2n)(ko + 2n + 2) , 
n = 0,1,2, ... , 

(4.18) 
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A ~ = - (ko - 3)a2j(2ko + 5), ko>3, (4.19) 

Ak.,+2n+1 =A ko +2n =Ak.,+2' n = 1,2,3, .... (4.20) 

(lb) For PI = 0, a;60, ko = 3 

B k.,+ 2n = 0, n = 1,2,3, ... , (4.21) 

C k., + 2n + I = 0, n = 0,1,2, ... , (4.22) 

Bk.,+2n+1 = 
15a 

n = 0,1,2, ... , (4.23) 
(3 + 2n)(5 + 2n) , 

A; =A;' =0, 

A;+2n+1 =A;+2n =A;, n = 2,3,4, .... (4.24) 

(2) Fora =0, ko;60 , 
B ko + 2n + I = B k., + 2n = 0, n = 0,1,2, ... , (4.25) 

C ko +2n = 0, n = 0,1,2, ... , (4.26) 

A ko + 2 = A ko + 2n + I = 0, n = 1,2,3, .... (4.27) 

(3) For ko = ° 
B ~n + I = B ~n + 2 = 0, (4.28) 

C ~n + I = C ~n + 2 = 0. (4.29) 

Finite-dimensional representations are characterized 
by conditions B k + I = A k + 2 = ° for every k. Thus, con­
straints with the fundamental equations are 

A ko +n =0, n=2,3,4, .... ,ko;60, (4.30) 

Bk.,+2n =Bk.,+2n+1 =0, n=0,1,2, ... ,ko;60,(4.31) 

C ko +2n = 0, n = 0,1,2, ... , ko=l=O, 

C~n+ I = 0, n = 0,1,2, ko = 0, 

(4.32) 

(4.33) 

B ~n + I = B ~n + 2 = 0, n = 1,2,3, ... , ko = 0. (4.34) 

V. CONCLUSION 

Irreducible, multiplicity-free representations of the 
noncompact group SL(3,R) are classified by a constructive 
method. The results are listed below. 

A. Nonunitary representations 

(a) Infinite-dimensional representations are labeled by 
ko and three complex numbers. The k contents are 

{0,1,2,3, ... ], ko = 0, (5.1) 

{ko,ko + I,ko + 2, .... ], ko =~, q,.... (5.2) 
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(b) Finite-dimensional representations are labeled by ko 
and a complex number. The k contents are 

{2,4,6, ... ,2n], ko = 0, n = 1,2, ... , (5.3) 

{ko + I,ko + 3, ... ,ko + 2n + I], ko = !,I, n = 0,1,2, .... 
(5.4) 

B. Unitary representations 

There exist two series of unitary representations. 
(a) The k content is 

{ko,ko + I,ko + 2, ... ], ko>3. (5.5) 

(b) The k contents are 

{0,2,4, ... J, ko = 0, (5.6) 

{!,~,~, ... J, ko = ~, (5.7) 

{l,3,5,7, ... J, ko = 1. (5.8) 
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APPENDIX: SL(3,R) COMMUTATION RELATIONS 

All commutation relations of SL(3,R) algebra are 

[H3,H ± 1 = ±H ±' [H+,H_1 = 2H3, 

[T+ 2,T_21 =4H3 , 

[H3,Tj.< 1 = pTj.<, p = 0, ± 1, ± 2, 

[H±,TJL] = [6-p(p± 1)1 112T
JL ±iJ 

[To,T+21 = [T+ I ,T+21 = [T_ I ,T_21 =0, 

[To,T+ 11 = y'6H+, [To,T_d = y'6H_, 

[T +1,T- 11 = 2H3, 

[T+ I ,T_21 = -2H_, [T_ I ,T+21 = -2H+. 
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In a previous work we have constructed realizations ofthe principal continuous series of unitary 
irreducible representations of the simply connected covering group of the (4 + 1) de Sitter group 
on unitary irreducible representation spaces of the simply connected covering group of the 
Poincare group. In this work we demonstrate the equivalence of the representations constructed 
in the previous work with their realizations as induced representations. 

I. INTRODUCTION 

In a previous article, 1 hereafter denoted by I, we have 
given a construction of the principal continuous series of 
unitary irreducible representations (VIR's) of the simply 
connected covering group of the (4 + 1) de Sitter group on 
VIR spaces of the simply connected covering group of the 
Poincare group. The method of construction presented there 
is a generalization to arbitrary spin of the classical descrip­
tion given by Bargmann2 for the construction of SOo(n,I) 
multiplier representations on Sn _ 1 . The usual description of 
these representations is the description obtained by inducing 
representations of certain subgroups to the whole of the 
group.3 In this paper we prove the equivalence of the realiza­
tions ofthe VIR's ofSOo(4,I) presented in I with their real­
izations by induced representations. We also consider the 
standard description by induced representations of the com­
plementary series of VIR's of SOo(4, 1) and show how they 
can be given a description analogous to the one given for the 
principal series in I. 

In Sec. II we review some general facts concerning the 
SOo(n, 1) groups and their standard decompositions used in 
the description of the induced representations.3,4 We give 
our definition of a multiplier representation and present a 
classification of all continuous unitary irreducible represen­
tations ofSOo(4,I). In Sec. III we present the inducing con­
struction of the induced unitary irreducible representations 
of SOo(4,I) and describe several equivalent realizations. In 
Sec. IV the realization of principal series VIR's ofSOo(4,I) 
on VIR spaces of the simply connected covering groups of 
the Euclidean and Poincare groups, which was presented in 
I, is briefly reviewed. In Sec. V the equivalence of the realiza­
tions described in Sec. IV with their counterparts, which 
were described in Sec. III is proven, and the analogous con­
struction ofthe complementary series VIR's on VIR spaces 
ofthe Euclidean and Poincare group is briefly sketched. We 
also briefly mention the existence of a similar description of 
the VIR's of SOo(4, 1) on VIR spaces of the Galilei group. 
Also we point out the equivalence of the VIR's with irreduci­
ble representations of SOot 4, 1) occurring in the left regular 
representations on certain homogeneous spaces of SOot 4, 1 ). 
With regard to notation, we adapt that used in I, with a few 
minor changes, which will be made clear when they occur. 

One noteworthy new convention is that a point in Min­
kowski momentum space M 3,1 is labeled by the numbers 
(PI,P2,P3,P4) instead of(Po,PI,P2,P3) as in I. 

II. PROPERTIES OF THE SO(n,1) GROUPS AND 
MULTIPLIER REPRESENTATIONS 

The group O(n, 1) is defined as the set of all linear trans­
formations of (n + I)-dimensional Minkowski space Mn,l 

which leaves invariant the quadratic form 

n(x)= -xi -x~ - ... -x~ +X~+I' (2.1) 
The component connected to the identity of O(n, 1) is de­
noted by SOo(n, 1). The simply connected covering group of 
SOo(n,I) is denoted by SOo(n,I). In general we denote the 
simply connected covering group of an arbitrary group G by 
G. The Lie algebra of SOo(n,I) is denoted by so(n,I) and the 
Hermitian generators Aab of the Lie algebra obey the com­
mutation relations 

[Aab,A cd ] = - i('T/ac Abd + 'T/bdAac - 'T/be Aad - 'T/ad Abe) 
(2.2) 

['T/ab = diag( - 1, - 1, - I, ... , - 1,1)]. 

The generators lab' which are most frequently used by the 
mathematicians, are related to the Aab's by iIab = A ab . The 
lab constitute a basis for a representation of the Lie algebra 
so(n,I). 

The following important subgroups playa crucial role 
in the analysis of the principal series representations of 
SOo(n,I)3.4: K = SOo(n), the maximal compact subgroup 

whose generators are Ip.v (/L,v= I, ... ,n); A = SOo(I,I), a 
one-dimensional noncompact subgroup generated by In,n + 1 
M = SOo(n - 1), the centralizer of A inK, whose generators 
are Ii} (i,j = I, ... ,n - 1); N, a I!.ilpotent, abelian subgroup 
with generators Ii, n + 1 - Ii, n; N, a nilpotent, abelian sub­
group (translation subgroup) with generators Ii,n + 1 + Ii,n; 
andH= SOo(n -1,1). 

Let M I be the normalizer of A in K. The Weyl group is 
defined to be the finite group W = M '/ M. It has the two 
elements5 

W={e,w} [w=diag(-I,-l, ... ,-I,l) for n even]. 

We have the following decompositions of SOo(n,I): (1) the 
Iwasawa decomposition 
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SOo(n,l) =KAN; (2.3) (ii') Da(si(gl g2' S) = Da(si(gl' S)Da(si(g2,gl-I S ) 

(2) the Gelfand-Naimark-Bruhat decomposition (gl,g2 E G, SEM) (2.12') 

SOo(n,l) = NMANu S; (2.4) [~Si are a(s)Xa(s) matrices]. 

(3) Hannabuss' decomposition (n even) 

SOo(n,l) = (HuHw)ANuS' (2.5) 

[S and S' are excluded subsets of SOo(n, 1) with group invar­
iant measure zero which are described in Ref. 3]. The corre­
sponding coset spaces are3

,4: 

(1) SOo(n,I)IMAN ...... S n_1> (2.3') 

(2) (SOo(n,I),\S)lMAN"""Rn- l
, (2.4') 

(3) (SOo(n,I}'\S')IMAN~Tn_1 (n even). (2.5') 

Here Sn _ I and Tn _ I are the (n - 1) sphere and the (n - 1)­
dimensional two-sheeted hyperboloid in Rn, respectively. 
Note the above results (2.3)-(2.5) for the covering group of 
SOo(n, 1) follow from the corresponding decompositions for 
SOo(n, 1) (which are given in Ref. 3) and the observation that 
the fundamental group of a Cartesian product of topological 
spaces is isomorphic to the direct product of the fundamen­
tal group of the individual spaces, together with the fact that 
the fundamental groups of Sn _ I (n > 2), A, and N are all iso­
morphic to the trivial group consisting only of the identity 
element. Thus 

SOo(n,I)~n_1 Spin(n -1)AN, 

since6 

(2.6) 

Spin(n - 1) = SOo(n - 1) = M (n;;;'3). (2.7) 

Now we make the following definition of a multiplier 
representation of an arbitrary Lie group G. Let 

JY = JYo(M) ® V [ V = I(:a(si; a(s) E Z+] (2.8) 

be a Hilbert space of complex-valued measurable functions 
over a manifold M with inner product 

(fl,h) = fM dfJ( S, s'Hfl( s),h(s')v, (2.9) 

where 
a(si __ 

(fl(S),J2(S')V= L fln(s)f2n(S') 
n=1 

is the usual inner product on V. We then have 
Definition: A multiplier representation U(s, vi of a Lie 

group G on JY is a bounded, continuous representation 
U(s, Vi(G) of G on JY given by 

[U(s, vi( g)f]( S) = [JL( g- I, S)] v D a(si( g, S )f( g·S), 

(fEJY,gE G), (2.10) 

where g·S is a global action of G on M and JL( g- I, S ), 
D a(si( g, S) are a.e. (almost everywhere) continuous, differen­
tiable quantities such that 

(i) JL(e, S) = 1 'V S E M (e = id in G), 

(ii) JL( gl g2' S) = JL( g2' S) JL( gl' g2 S), 

(gl,g2EG, SEM), 

(i') D a(si(e, S) = 1 'V S E M (1 = id on V), 
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(2.11) 

(2.12) 

(2.11') 

Let us denote the action g·S on M by g-IS. The multiplier 
It v ( ) ff(si ( ) define a finite-dimensional representation of a 
subgroup, from which the induced representation of the 
group is obtained. The cocycle conditions (2.12) and (2.12') 
insure that the representation property 

[u(s, vi( gl g2)fH S) = [u(s, vi( gl)(U(S, Vi( g2)f)]( S) 

(2.13) 

is satisfied. Since we wish to consider only unitary represen­
tations, 

(U(S, vi( g)fl' u(s, vi( g)h) = (f1,J2) 

yields the condition of unitarity 

[JL( g-I, gS)] v [JL( g-I, gS ')] v dfJ (gS, gS') 

(2.14) 

= dfJ (S, S'). (2.15) 

For dfJ (S, S') = dfJM ( S) 8M ( S, S') the condition im­
plies 

dfJ ( -IS) 
d~~s) = IJL(g-\s)VI2 (2.16) 

and the Hilbert space reduces to the Hilbert space of all a(s)­
dimensional complex vector-valued functions which are 
square integrable with respect to the measure dfJ M' 

7 We will 
shortly see that this case describes the principal series of 

unitary representations of SOo(n,l) for n = 4. For 
dfJ (S, S') = K(1 - S'S') dfJM ( S) dfJM ( S'), with A = CT 
+ n - 1 and - (n - 1) <CT<O, we obtain the cases of the 

spin-zero complementary series of unitary representations of 

SOo(n,I).8 
Finally we conclude this section with a classification of 

all continuous unitary irreducible representations of 
SOot 4, 1).9,10 They are in the notation of Ref. 9: (1) principal 

series: D (p, 15,1' 15,2) 

ZS2 + ~ = 15,2 = ip, p> 0, 

15,1 = 0,~,1, ... ; 
(2) discrete series: D (s; 15,1' 15,2) 

15,2 + 2 = 1 or 15,2 + 2 = 0, 

15,1 = 1,2,3, ... , 

ZS,2 = 15,2; 

(3) exceptional or complementary series: D (e; 15,1,15,2) 

(2.17) 

(2.18) 

(a) 0.;;;/5,2 <~, 15,1 = 1,2,3, ... , ZS,2 + ~ = 15,2; (2.19) 

(b) 0.;;;15,2 <~, 

15,1 =0, 

ZS,2 + ~ = 15,2; 

(4) discrete series: D ( + ; 15,1> 15,2) and D ( - ; 15,1> 15,2) 

ZS,2 = 15,2' 

15,2 + 2 = 15,1 '/5,1 - 1, ... ,1 or !, 
15,1 =!, 1,~, ... , 

P. Moylan 

(2.20) 

(2.21) 
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D ( - ; 15•1 , 15•2 ) is the same as for D ( + ; 15•1 , 15•2 ), The sec­
ond- and fourth-order Casimir operators of SOo(4, 1) for 
these representations are given by the following multiples of 
the identity (cf. B6hm, Ref. 10): 

- C2 = {s(s + 1) + c2 
- ~ J .1; 

- C4 = {sIs + l)[c2 -11 J.l, (2.22) 

where 

ZS.2 + ~ = c and 15•1 = s. (2.23) 

III. CERTAIN EQUIVALENT REALIZATIONS OF THE 
UNITARY INDUCED IRREDUCIBLE 
REPRESENTATIONS OF SOo(4,1) 

Let C2s + I be a (2s + 1 )-dimensional complex Hilbert 

space, in which a UIR,Ds,ll ofM = SOo(3) is realized. Con­

sider the collection cc s of all functions on G = SOo(4,1) 
which take values in C2s + I and satisfy the following covar­
iance condition3

•
11

: 

Y(g1') =Y(gman) = laI 3
/

2 +CDS(m-I)Y(g), 

(3.1) 

(Y E cc s
, gE G, m EM, a(t) EA, 

n EN, l' = man, lalet
). 

The representation U(s.c) of G, induced by the finite-dimen­
sional representation lal- 312 - c DS(m) of MAN, is defined 
by 

(U(s.C)( g) Y)( g') = Y( g-Ig'); g, g' E G, Y E CC-:.,. (3.2) 

[A subspace with an appropriate square summability condi­
tion will later be specified. Temporarily we call it CC-:., 
c CC S

• We take the representation (3.2) to be defined on this 
space.] 

A function Y E CC S
'" [satisfying (3.1)] is essentially 

completely determined by its values on the subgroup 
N = R3.12 Thus we obtain from (3.2) a representation on 
functions on R3 which are related to functions Y by 

fIx) = y(n.",) ( Y E cc-:." nx EN; x E R3
). 

The Bruhat decomposition 13 

g-Inx = nx.m-I(g, x) a-I(g, x) n- I ( g, x) (3.3) 

induces an action of G on R u { 00 J 14 given by (see Appendix 
C) 

R3 3 ;g-l,. (-I); gj-Iyj+g4-liy2+gs-li 
y---+y=g y= ; 

gj- IS yj + g4- IS y2 + gs- IS 

gJ ~ is 
g= gJ g! g~ 

gJ ~ 81 
The transformation property of the measure d!1x on lIt3 un­
der this action of SOo(4,1) is given bylS 

d!1x ' = la( g, x)I- 3 d!1x • (3.4) 

(Note: the transformed measure may be infinite for certain 
x's andg's.) The representation fI(s.C) is found with the help of 
(3.1) to be 

[fI(s.C)( g)f](x) = la(g, x)l- 3/2-c DS(m( g, x))f( g-IX ), 

(3.5) 
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where 16 

n( g, x) a( g, x) m( g, x) = nx- I gng•x. (3.6) 

Next we transfer these representations over to spaces of 
functions on the three-sphere [Eq. (2.3') for n = 4]. Embed 
R3 into a four-dimensional Euclidean space R4 in such a way 
that R3 is a hyperplane passing through the point 
it = (0,0,0, - 1) (see Fig. 1). Then perform stereographic 
projection onto the unit sphere minus the north pole in R4, 
S3 - {N J, as shown in Fig. 1. The equations of stereographic 
projection read 17 

x; = u;l(1 + u4 ) = T;- I(U), 

ui = 2x;l(X2 + 1), i = 1,2,3,} A 

=1' (x). 
u4 = (x2 

- 1)1(x2 + 1) ,." 

(3.7) 

The measure on S3 is in terms of these stereographic projec­
tion coordinates 17: 

(3.8) 

Now we define the following C2s + I valued functions in terms 
of corresponding functions on R3: 

flu) = [1 +x2 P12+cf(x). (3.9) 

The stereographic projection (3.7) induces, through the ac­
tion of G on R3 U { 00 J [Eq. (3.3)], an action of G on S3 given 
byl.8,18 

with 

AS AS
4 gj .!)4 

g~ E SOo(4, 1) 

~ 
[g corresponds to g E G through an automorphism of 
SOo(4, 1) induced by stereographic projection-compare Eq. 
(3.17) and see Appendix C.]. The measure d!1u on S3 trans­
forms as follows under this action of G on S3 (see I): 

d!1tu = I [ ~ + ~ u""] 1-3 d!1u 

=IJL(g,u)i-3d!1u ' (3.11) 

Using (3.4), (3.8), and (3.11) we obtain 

I JL( g-I, u)1 = [((1 + x'2)/(1 + x 2))la( g, x)I]. (3.12) 

Combining this result with (3.5) and (3.9) we obtain for the 
action of G onl 
(U(g)/)(u) 

= I JL(g-I, u)I- 3
/
2-CDS(m(g, U))/(g-IU), (3.13) 

R3 

XIX~ __ ~~""-=---L/_ 

FIG. 1. Projections of the unit sphere in R4
, S3 onto R3

, and P3' the unit 
parabola in R4. Equations (3.7) follow for Xo =!. 
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where D sImI g, u)) = D sImI g, x)). [(2.12') is satisfied for 
DS(m( g,u)) becauseg,-'u = 11 gl-Ix)-see Appendix C.] 

Finally we described the representation of SOo(4,1) 
acting on functions on the hyperboloid T3• Let 

T3 = {PI' eM 3,1/ pltpl' = _pi' _ p2' _ p3' + p4' = I} 

be the unit hyperboloid of two sheets in M 3,1. Define a pro­
jection T, mapping T3 into S3 as follows: 

S3 :3 u _p = ru e T3: pIt[l/u4 , (- uilu4)] , 

(3.14) 

T3 :3p-u=r- IpeS3: ul'= [l/p4,(-llp4)]. 

(3.15) 

The mapping is exhibited in Fig. 2. It induces an action of G 
on T3 which is given by 

pit' = (g; + g: PII( ~ + g~ pit), (3.16) 

where (see I) 

g; -~ ~4 

g~ ~ (3.17) 
.... 4 .1'1.4 ""'4 -gj gs g4 

The measure dlJp on T3 transforms as follows under the 
action of G on T3: 

dlJgp = / g~ + ~ pIt/-3 dlJp • (3.18) 

Certainly Eqs. (3.16) and (3.18) are not defined for certain 
pit's and g's. This means that in order to consider the action 
of G on T3 we must first compactify it by the adjunction of a 
surface at infinity. Still Eq. (3.18) will be undefined on certain 
sets of measure zero. But this does not affect the unitary 
representations of G which we will construct on T3• 

Now we consider the mapping II from functions on S3 
to functions on T3 given by 

j(u)-](p) = (llj)(p) = (l//p4/3/2+C)j(r- Ip), 
(3.19) 

IIp) ---+ j(u) = (ll -'l)(u) = (l//U4/3/2 +c)](ru), 

The measures on S3 and T3 transform as follows under r (see 
I): 

(3.20) 

We obtain for the representation U(s,c) on T3 the following 
expression: 

FIG. 2. Projection of the unit sphere S3 onto the two-sheeted unit hyperbo­
loid T3 • 
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[U(g)]](p) 

= /1l(g-l,p)/-3I2-C DS(m(g,p))](g-lp ), 

where 

Il(g-I,p) = (g~-l +~-lpl'), 

(3.21) 

(3.22) 

g-Ip is given by (3.16) and mig, p) is given by (3.6) for 
x = x(u(p)) obtained from Eqs. (3.7) and (3.15). [We note 
that theg in m( g,p) is an element of the covering group G.] 
Using the above realizations of U(s,c) and T3 given by Eqs. 
(3.13) and (3.21) we can obtain the principal, discrete, and 

complementary series ofUIR's of SOo(4,1) on certain Hil­
bert spaces of functions defined on S3 and T3 • 

A. Principal series 

Let 

~ = ,2"2(S3) ® C2s + I (3.23) 
A A A A 

and let c = ip in 1.3.13)A Then U(S,iP)( g)f(u) (fe 2) in (3.13) 
defines a UIR of G on,;y, in which the inner product is given 
by 

(f, g) = 1 i=~sj;(U)gi(U) dlJu ' (3.24) 

[Unitarity of (3.13) follows from the unitarity of DS(m( g,u)) 
and the transformation property of the Jacobian; see I.] 
Likewise U!Sg/p)](p) in (3.21) defines a unitary representa-

tion of SOo(4,1) on 

~ = ,2"2(T3) ® C2S + I. (3.25) 

The mapping II [Eq. (3.19)] is an isometric isomorphism 
from ~ onto K which intertwines the two representations 
U(s,+ ip)(G) and U(s,+ ip)(G). It follows from their unitary 
equivalence with ti(s, + ip)(G) [Eq. (3.5)] on 

j'tP = ,2"2(R3) ® C2s + I (3.26) 

that they are realizations of the principal series 

D(p;s,ip) 

which satisfy the definition in Sec. II. [Unitary equivalence 
of U (G) with ti (G) follows in a similar way as equivalence of 
U(G ) with U(G ),i.e., use(3.5) and (3.9). Foraproofofirredu­
cibility see Ref. 4.] 

B. Complementary series 

Now let ~c be the space of all measurable 2s + 1 com­
plex-valued functions on S3 which are finite with respect to 
the following scalar product: 

Xgj (u2 ) dlJUl dlJu,· (3.27) 

Using (3.8) and (3.9) we obtain equivalently 

(],g) = L3 L3 i~/(XI)kij(XI'X2) 
Xgj (x2 ) dlJX1 dlJ

X" 
(3.28) 
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where 

Kij(xI' x2) = [1 + xi] + 312 + c[1 + xU + 3/2+ C 

XKij(ul(x l ), U 2(X2)) (3.29) 

and u(x) is given by (3.7). Kij(Xh X2) is constructed so that 
(3.5) is unitary with respect to (3.28).19 This requirement im­
poses restrictions on K ij (x I' x2 ) and it can be shown to have 
explicitly the following form20: 

Kij(xI' x 2 ) = Kij(xi - x2) 

~ K(s,c) D' (( ) )D' (. ) =.£.. 2 3/2 _ C iI XI - X2 '0' Ij ItT 
/= -. (X 12 ) 

(X12 = XI - x2) 

[see Ref. 19 for the definition of D (itT) and 0']. The normaliza­
tion factor K (c,s) for s integral is given in Ref. 4. This expres­
sion is the configuration space form of the conformally in­
variant propagator for a spin s field in three-dimensional 
Euclidean space-time (see Ref. 3). In order that (3.27) be fin­
ite and positive, it is required that21•

22 

- ~ < c < ~ for s = 0, 
(3.30) 

-! <c <! for s = 1,2,3, .... 

Concerning the discrete series, we note that they can 
also be described as multiplier representations given by Eq. 
(3.5).4.23 Mackey has conjectured that, at least for certain 
semisimple Lie groups, the discrete series representations 
have a correspondence with projective representations of an 
associated semidirect product which is a limiting form of the 
semisimple Lie group (group contraction).24 Perhaps a study 
of the conjectured correspondence would provide a more 
geometrical explanation for the absence of half-integral 
spins for the complementary series, which can be viewed as 
analytical continuations of the principal series, character­
ized by the number (ip,s), to real values of ip (Ref. 3,4, and 8), 
and also for the absence of the discrete series in the harmonic 
analysis of the left regular representation of 800(4,1) on 
800(4,1)1800(4) (Ref. 23). 

IV. REALIZATIONS OF THE PRINCIPAL SERIES UIR's of 
SOo(4,1) ON UIR SPACES OF £(4) and ?J 

In I we constructed realizations of the principal series 

UIR's of 800(4,1) on UIR spaces of the simply connected 
covering group of the four-dimensional Euclidean group, 

E(4), and on UIR spaces ofthe simply connected covering 
group of the Poincare group?}. We recall the constructions 
here. (Here S3 and T3 denote a sphere and hyperboloid of 
radii m.) 

A. Realizations on UIR spaces of £(4) 

Consider the generators of the Clifford algebra, corre­
sponding to the Riemannian spaces R4 defined by25 

(4.1) 

and realized on ~ as 4 X 4 Hermitian matrices (choose 
Yo = Yo, y; = a; = YoY;, where Yo, Y; are the customary 
Dirac matrices in the convention of Ref. 1). Next introduce 
the tensor product space 
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®2s~=~®~®"'®~ 
" V'~ "'" 

2s times (4.2) 

and consider the quantities26 

y(t) = I ® I ® ... ® y# ® '" ® I; (4.3) 

where y# occupies the k th slot. Using the properties of the 
tensor product of linear operators we can verify the validity 
of the following equations, with the help of (4.1) 27: 

{

AI' A V } _ ..,,, #V " 
Y(kl' Y(f) -.t.CJ Uk/' 

Now define the operators28 

and 

"'- 1 2s A 

F#=- L y(t) 
2 k=l 

A _ A (k) _ - i A A 

S#v - +S #V - 4 + [Y#(k)' Yv(k)]' 

We verify 

[S#v' Fp] = - i(byp F# - bI'PFv), 

(4.4) 

(4.5) 

(4.6) 

[S#v, Spu] = i(b#p Svu + bvuSI'P - byp S#u - b#u Svp),(4.7) 

[F#, Fv] = is#v, 

so that F# and S#V are the Hermitian generators of a repre­

sentation of SOo(5)r s on ® 2s Ct, and - iF", S"y are the 
#-,' p" r- r-

generators of a finite-dimensional representation of 

800(4,1) -;1' S . The representation of the group, 
J.I.' p.v 

SOot 4,1) -;1' S ,is obtained by exponentiating 
p' {.4-1' 

"SO=-0(4
7 ,"'I) 3 A --+D(A) = exp( - (i/2) wab 

Sab) (4.8) 

with Ss# = - iF# and S#v given by (4.6).29 A basis f,?r the 
Lie algebra representation is given by the quantities iSab • 

"'-
Next consider the space [9(') of all C"" differentiable 

tensors of rank 2s, ;J,(U;;d2"';2s), from S3 into ®2s~' 
which are totally symmetric in their 2s four-valued variables 
; = ;1"'; 2 •• (Sometimes we denote the collection; 1"'2s sim­
ply by ; when no confusion arises.) The representation of 
800(4,1) defined by (4.8) is also a representation on 9(') as 

shown in I. Let PI' be the operator of multiplication by u# on 
;J,: PI' ;J,(u; ; ) = u" ¢(u; ;); and introduce the generalized 
Dirac equation30 

(F#P# -!m)¢(u;;)=O (P#P#;J,=m2;J,). (4.9) 
A "'-

Denote the subspace of all t/J E [9(') which satisfy this equa-
tion by ,,~(,) ." We introduce the following inner product on 
"~(') ": 

(;J,,~ ) = ( dfJu L ;j,(u; ;) ~ (u; ;). (4.10) 
JS3 ~ 

"'- "'-
Let 9j'(s) be the Hilbert space completion of "9j"" with re-
spect to this inner product. Equation (4.9) with its Euclidean 
mass-shell condition 

p#p#;J, = m2;J, 

are completely equivalent to the E (4) Bargmann-Wigner 
equations 

{y(k) PI' - m J ;j,(u;;) = 0 (k = 1, ... ,2s) (4.11) 

on~('). 
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Using (4.9) we obtain the important operator identity 
(cf. I) 

(lIA) Btl = (11m) uP 5pI' = i1'l' - i(2s/2m) ul' (4.12) 
A 

valid on ~(sl. With the help of this result we have construct-

ed in I an arbitrary principal series UIR of 800(4,1) on ~(sl • 
It is defined as follows: 

800(4,1) 3 g-- U(g):(U(g) ~)(u) 

= 1 D( A).I.( A-I/) (413) I f.t(g-I, u/m)13/2-s+iP g If'mg u m. . 

[For simplicity we have omitted the ~ indices on the ~ and 
thematrixD (g).]Thegoccurringin theD (g)isanelementof 

800(4,1), but the g-I occurring in the multiplier factor and 
to the right of the ~ is an element of 800(4, 1) and its matrix 
form is given by the expression below Eq. (3.10) of8ec. III. 31 

Here, g-I(u/m) is given by (3.10) with the understanding 
that (g-I)~ replaces ~ and u/m replaces u; f.t( g-I, u/m) is 
defined in (3.11). In I it is proven that (4.13) defines a princi­

pal series ofUIR of 800(4,1) characterized by p and s, i.e., it 
defines aD (p; s,ip). A-

We have the result that ~(sl is the carrier space for UIR 

of E(4).32 The relevant UIR's of E(4) are characterized by 
two numbers m and s (m > 0, s = 0, !, 1, ... ) which are related 

to the second- and fourth-order Casimir operators of E (4) 
as follows: 

(4.14) 

[PI' and il'v are Hermitian generators of E (4) and 

W = - wI' ~ with wI' the E (4) Pauli-Lublanski four-vec­

tor: wI' = ! €I'vpa P vi P1. The UIR of E (4) on ~(Sl is de­
fined by 

[U([a,A ])~](u)=iu"""D(A)~(.,1 -IU ) (4.15) 

[a E T4 , A E 800(4)], where D (A) is given by (4.8) for 

A E 800(4). The representation of E (4) so constructed is 
the UIR characterized by the numbers m and s. 

In (4.13) and (4.15) the functions ~(u; ~i""~ 2s) are the 
components of a vector ~ E ~(sl with respect to the general­
ized basis lu) ® I~I) ® ••• ® I ~2S) of 2"2(S3) ® (®~sC4). 
There exists a more convenient basis for the subspace ~(sl ; it 

is the so-called spinor basis I fj~O (u) which corresponds, in 

the reduction with respect to 800(4)s ,to 
"V 

Ifj~O(u) = lu) ® lii3;( ± joe =s). (4.16) 

The U3j;( ± joe) satisfy the simultaneous eigenvalue equa­
tions33 

!5I'v5 I'V lj3j;( ± joe) 

= (- 1 + e2 + j~)lj3j;( ± joe), 

50iSi Ij3j;( ± joe) = ± ejolj3j;( ± joe), 

! 5ij5ijlj3j;( ± joe) = j(j + I)U3j;( ± joe), (4.17) 

5 12 U3j;( ± joe) = j3Ij3j;( ± joe) 

(Si =! €ijk s"k)' 
A A-

The components of a vector 1/1 E ~(sl with respect to this 
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symmetry-suited basis Ifj~O(u) are denoted by ~u;j3iio), 
and the actions of 800(4,1) and E(4) [Eqs. (4.13) and (4.15)] 
on the ~u;j3iio) take the particularly simple forms34 

(U( g) ~)(U;j3jjO) = I f.t( g-I, u/~W/2 -s+ ip 

XD~"j~jO( g) ~(mg-I !!.... ;jij'jo) 
1313 m 

[U([a, A ]) ~ ](u;j3iio) 

_ iu,,"" D i/ (A A ) .I.fAA 

- I • ., .,.) - e hj, If'1 U,h JJo 

(summation over repeated indices is meant!), where 

D ~~?jO( g) = exp{ i(wab /2)(5ab )iJ"j?jO} . 
1313 1313 

We have for s = ! the well-known result 

5. = J..((Ti 0), 
I 2 ° O'i 

54i = ~ (~ _0(TJ. 
The matrix elements 

(5 .. v )!'".. (for fixed jo) 
r 1313 

(4.13') 

(4.15') 

(4.18) 

(4.19) 

(4.20) 

in the general case (s arbitrary) are determined by (e = s) 

fq U3j;( ± jo, e) = - [j(j + 1)] 112 

X (Iw31 1ii3 + q) U3 + qi,( ± jo, e), 

(4.21) 

ilvq Ij3j;( ± joe) 

= { [(j + 1)2 - j~][(j + W - e2]1(2j + 3)(j + lW/2 

X (Iw31 1ii + lj3 + q) U3 + q,j + 1;( ± joe) 

± i{joe/[j(j + 1)] 1I2} (Iw3lljii3 + q) 

X U3 + q,j;( ± joe) 

- [(l-j~)(l- e2)/(2j - 1)jf/2 

X (Iw31Iii - Ij3 + q) Ij3 + q,j;( ± jo, e). (4.22) 

with q = 0, ± 1 with fo = 512, f ± I = + (1I~) (523 

± i53d and No = 534, N ± I = + (1I~) (514 ± i524 ) 
( < lw311jjj3 + q) are the Clebsch-Gordan coefficients as giv-

en in Edmonds35
). The matrix elements (FIL )jl~?jo, can easily 

r 1313 

be obtained from the expressions on pp. 203-205 of Ref. 10 
(Bohm). For s = ! they are 

A 1 (0 1) 
r 4 = 2' 1 0' (4.23) 

A i( ° r i =-2 -(Ti 
(Ti) 
° . (4.24) 

The usual description of the positive mass, arbitrary 

spin UIR's of E (4) is given by induced representations: We 
introduce the Hilbert space 

A-

JY(m, s) = 2"2(S3) ® C2s + I (4.25) 

P. Moylan 34 



                                                                                                                                    

consisting of all complex 2s + 1 vector-valued functions 
~(u; S3) on S3 which satisfy 

(~, ~) = S3 t_ S L3 dfJu ¢(u; S3)~(U; S3) < 00. (4.26) 

The representation of E (4) on K(m, s) is given by 

[Uw([a,A ])~](U;S3) 

= eiU"aP L DS3 s, (R (A, u)) ¢(A -IU; s;), (4.27) s, 
where 

R(A,u)=L(u)AL-1(A -IU) (4.28) 

isthe E(4) Wignerrotation,L -l(u)isthe E(4) analogofthe 

Lorentz boost, and D ~:. denotes the usual (2s + 1) X (2s + 1) 

linear matrix representation of SOo(3). The representations 
of E (4) on ~(s) and ~(m, s), given by (4.15) [or (4.15')] and 
(4.27), respectively, are equivalent unitary representations.36 

There exists an intertwining operator 
A A A 

F: K(m os) ~ Ph'(s) (4.29) 

which intertwines the two representations (4.15) and (4.27). 
The intertwining operator has

A 
a g,articularly transparent 

form between components of t/J E Ph'(.) with respect to the 
A A 

spinor basis (see I) and the t/J(u; S3) of K(m, s). First we write 
every ~(u; S3) as 

:I. ( ) (¢(U; S3)) }n = nmax = s 
'I' u;s¥n = o }n#nmax 

(4.30) 

[n labels the eigenvalues of F4-see Ref. (33) for details]. We 
then have 
'" A"A A 

K(m, s) 3 fjJ ~ (FfjJ ) E Ph'(s) , 

~ (u; s¥n) --+ (F~ )(U;j3jjO) 

and inversely 

~(S) 3 ~ --+ (F -I~) E ~(m, s), 

~(U;j3jjO) ~ (F- I ~)(u; s¥n) 

= L D ~~j;)(L (u)) Q - !joins) ~(U;j3jjO)' 
iioh 

(4.31) 

(4.32) 

The transformation matrix Q JOIns) is a consequence of our 
particular choices of coordinate systems in ® 2s ~ which are 
associated with the representation of E (4) on ~(S) and on 
~(m, s). Its explicit form is not needed for our purposes. For 
the case of s = ~ the matrix is explicitly calculated in Ref. 37 
for the SL(2, C) case. 

B. Realization on UIR spaces of f} 

Now we consider the Clifford algebra corresponding to 
the Minkowski space, M 3,1. Four of the generators of the 
Clifford algebra are defined by 

{r ll, rV} = 2nllV, nllv = diag( - 1, - 1, - 1,1). (4.33) 

On ® 2s (;4 we introduce the four quantities r(~) defined by 

{r~l' r(r'} = 2nllv8k1 [compare (4.3)], (4.34) 
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and also the quantities 

1 2s 

r ll = - L r(~)· 
2 k=1 

The - irll and 

SIlV = i[ r ll , rv] (4.35) 

define a representation of SOo(4, 1) _ iF", s". on ® 2s ~ given 
by 

SOo(4,1) 3 A --+D(A) = exp( - i~£i)ObSab) (4.36) 

with SSIL = - irJl and SIlV given by (4.35), and A defined in 
terms of A through (3.17). 

Next consider the Hilbert space completion of the set of 
all normalizable functions from T3 into ® 2s ~ which satisfy 
the equations 

(r IlPIL - ! m) t/J{p; 51'" 5 2s) = 0, 
(4.37) 

(P JlPIL - m2
) t/J(p; 51'''5 2s) = 0, 

and which are totally symmetric in all 5 variables. Here, P
il 

is multiplication by Pw The norm is defined as 

(t/J, t/J) = r L ~l) ... r(t)t/JdfJp ' (4.38) 
JT3 S 

Denote this Hilbert space by Ph'(s) • 

Using (4.37) we obtain 

~ B (s) = _1_ {P P oS } = _ ir + i[ (2s) ] P 
A. Il 2m Pil Il (2m) Il' 

(4.39) 

which is a relation valid on Ph'(s) • Using (4.39) it can be proven 

that the following defines it principal series UIR of SOo(4, 1) 
on Ph'(s) characterized by m and s (see I): 

(U(g) t/J)(p) 

= (1/1 JL( g-\p/m)1 3/2 -s+ip) D (g) t/J{mg-lp/m). 
(4.40) 

We have omitted the 5 indices. Here, g is defined by (3.17) 
and 

JL(g-l,p/m) = g-l ~ +g-I ;pll/m. 

In contrast to the E (4) case we have the result that Ph'(s) 

is the direct sum of two UIR spaces of?J (see I) 

Ph'(s) = K(m, s; +) E9 K(m, s; -). (4.41) 

The positive mass UIR's K(m,s; ± ) of?J are characterized 
by the mass squared 

PIlP Il = m2
] (4.42) 

and the square of the Pauli-Lublanski four-vector 

W = m2s(s + 1)] (4.43) 
plus the sign of the energy pol I Pol. [PIL andLllv are the Her­
mitian generators of?J and Wis defined in terms of Pil and 

L llv exactly in the same way as for E(4).] A UIR of?J on 

Ph'(s) is given, analogous to Eq. (4.15) for E(4), by 

[U([a, A ]) t/J ](p; E) = eiO,J''' D (A) t/J{A -lp; E) 

(E = poll Poil, (4.44) 

whereD(A) is defined by (4.36) for A E SOo(3,1). 
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or 

The description of these VIR's of ?J on 

K(m,s;+)=2'2(T 3+) ® (;Z,+I (4.45) 

(4.46) 

consisting of all complex (2s + 1 I-vector valued functions 
t/J( p, S3; €) on T 3

E which satisfy 

(t/J, t/J) = s3~-sl3 dnp ¢A.P,S3; €) t/J(P,S3; €)< 00 (4.47) 

[for € = + we have T / corresponding to K(m,s; + ) and 
for € = - we have T 3- corresponding to K(m, s; - I], is 
given by 

[Uw([a, A ]) t/J] (p, S3; €) 

= eip" a" L D::(R (A,p)) t/J(A -Ip , si; €), (4.48) 
s, 

where 

R (A,p) = LpAL(A -Ip) 

(R(A,p)=R(A,A -Ip) of I) (4.49) 

is the SOo(3, 1) Wigner rotationL -I( p) is the Lorentz boost, 

and D:' is the (2s + 1) X (2s + 1) matrix representation of 
3 

SOo(3). As in the E (4) case there exists an intertwining 
operator 

F: K(m, s; + ) e K(m, s; - ) ~ &f(s) (4.50) 

whose restriction to K(m, s; €) intertwines the two represen­
tations (4.44) and (4.48). Its explicit form is given in the first 
paper of Ref. 36 and also in Ref. 37 for s =~. 

V. EQUIVALENCE OF THE REALIZATIONS OF THE 
PRINCIPAL SERIES UIR'S OF SOo(4, 1) ON ~(S) AND &f(s) 

WITH THEIR REALIZATIONS AS INDUCED 
REPRESENTATIONS 

In this section we prove the equivalence of the realiza­

tions of the principal series VIR's of SOo(4, 1) constructed in 
Sec. III with those described in Sec. IV. Since the proofs of 
the equivalence for the representations on function spaces 
over S3 and T3 are so similar, we treat only the case dealing 
with S3 in detail. 

First we must know the infinitesimal generators of the 
representation given by (4.13): the e.s.a. (essentially self-ad­
joint) infinitesimal generators, defined by the equation 

( -;L ab~J(u) = d~ (U(e",r
b

) ~J(u)1 w=o (5.1) 

can be calculated, us~ng ~ coord~na}e pat~ch;. They a,!"e ex­
pressible in terms of PI" MJLv =XJLPV -XvPJL , and SJLV as 
follows38

: 

LsI' = - (lIA) BJL , (5.2) 
A A ~ 

LJLV = MJLv + SJLV' (5.3) 

where XfL is the operator i times differentiation by UfL on R4 
and 

l..B = i!...P + _1_ (P P L J = 1..j. + l.. B(S) (5.4) 
A fL m fL 2m 'PI' A fL A fL' 

A is related to p and m through the equation 
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p = .Jm2/A 2 (5.5) 

and 

(S.6) 

(5.7) 

With the intertwining operator F (Eq. (4.31)] we can 
~ A 

define a representation Uwof SOo(4,1) on K(m, s) as fol-
lows: 

g~ Uw( g):[ Uw( g) ~w ](u) = [F-IU(g) ~](u) 
A A -1 ..... 

(t/Jw = F t/J). (5.8) 

Under F the operators PfL and LfLv become transformed 
int039 

A A_I"" A 

PJLw = F PfLF = PfL , (5.9) 
A A -1 A,.. A 

Lijw =F LijF=Lij' (5.10) 
A A -1 A A. A ,.. ,.. k" 
L4iw =F L4iF=M4i + [lI(P4 + m)] P Ski' (5.11) 

Thus the transformed (lIA) B4 becomes 

1 ~ P ~ 1 ~ i All ~ i~ k ~ 
-B4 =-P4+ -{P ,Mi4J + - >< PP Ski 
A w m 2m m (P4 + m) 

(5.12) 

And the transformed (1/ A ) Bi'S are 

1 ~ 1 ~ 1 AkA 
-B. = -B. + " P Ski' (S.13) 
A 'w A' (P4 + m) 

Using these results we can easily prove the equivalence 
of the representations (4.13) on ~(S) and (3.13) (for c = ip) on 
the Hilbert space ~ of(3.23). First note that 

A A 

JY~JY(m ,s), (S.14) 
A 

where JY(m, s) is given by (4.2S). We then have the following. 

Theorem: The representation Uw (g) of SOo(4,1), de-
A 

fined by (5.8) on K(m, s) is equivalent to the representation 
(3.13) (e = ip) on~. 

Proof' For gJLV = A ~ SOo(4) we have by (4.27) and the 
intertwining property of F [see Eq. (4.29)] together with the 

fact that (4.13) and (4.1S) agree for SOo(4) transformations 

Uw(A ) = Uw([O,A ]). (5.1S) 

Thus 

[Uw(A ) ~w ](u) = D (R (A, u)) t/Jw(A -IU). 

(5.16) 

Next we need to know the form of the one-parameter group 

of transformations Uw (e
W

]") generated by (1/A) B4W which 
is defined in (5.12). The result is well known,40 it is 

[Uw (ew ]4S) ~w ](u) 

1 A ( A_I u) 
= I (A_I / )13/2-ip t/Jw mg4s - • JL g4S ,u m m 

(5.17) 

It is seen to be identical with (3.13), since from Appendix A, 
D S(m(g45' u)) = 1. Also, by comparing (AI2) and (BI6) we 
can conclude that (S.16) is identical to (3.13) for Lorentz 
transformations. So Uw and (3.13) agree for the one-param-
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eter subgroups of 800(4) transformations and rotations in 

the 45 plane of M 4•1 • But an arbitrary element of 800(4,1) 
has a decomposition as41 

g= g12g23g34g4Sg12g23g34g12g23g12 (5.18) 

(gab corresponds to a one-parameter group of rotations in 
the a-b plane of M4,1)' Therefore, by the ,.homomorphism 
properties of the representations (3.13) and U w, we conclude 
that they are equivalent representations. [The equivalency is 
given by the isomorphism in Eq. (5.14).] 

From the theorem follows the equivalence of the real­
izations of the principal series given by (3.13) and (4.13). The 
intertwining operator has been explicitly constructed and is 
given by (4.29). Another proof of the equivalence can be ob­
tained by a comparison of the "spin parts" of Eqs. (5.10), 
(5.11), (5.12), and (5.13) with the Eqs. (A12), (A13), (A14), 
and (A15) of Appendix A. A more interesting global proof of 
the equiv!llence is also possible by calculating the explicit 
form of Uw from (4.13) without resorting to infinitesimal 

arg,:!ments, i.e., using the 800 (4) analog of the explicit form 
for F provided in Ref. 36. 

In order to prove that (4.40) defines a representation 
equivalent to that defined by (3.21) we proceed analogously 
as for the just-treated S3 case. We use the Poincare group 
"Foldy-Wouthuysen" transformation, as defined in Ref. 36, 

to construct a representation Uw( 800(4,1)) on 
J¥'{m, s; + ) ED J¥'(m, s; - ) [Eq. (4.41)] equivalent to one 
given by (4.4O) on a'(s). We verify that the representations 

U{g) of (3.21) and Uw{g) are equivalent for ge 800{3,1). 
Th~n using the r~u1ts of Ref. 36 we verify that the spin parts 
of Uw{gl's) and U{gl's) ofEq. (3.21) are the same. 

Now it is clear how one obtains forms analogous to 
(4.13) for Athe complementary series. Using the intertwining 
operator F [Eq. (4.31)] we can unwind the Wignerrotation to 
obtain another representation on a space, ~~). On ~~) the 
representation has a form given by Eq. (4.13), in which ip is 
replaced by a rea.! number c which satisfies (3.30). Using the 
explicit form of F (Ref. 36 or Ref. 37) we can calculate the 
transformed norm on ~~) from the old one [Eq. (3.27)] and 
obtain a characterization of ~~) in terms of totally symmet­
ric normalizable tensors which satisfy certain constraint re­
lations, as was the case for the principal series. The discrete 
series is a little more complicated, but one should also be able 
to obtain a form analogous to (4.13) for this case. 

In concluding this section we shall briefly consider the 
form of the representation given by (3.5). In order to con­
struct the analog of (4.13) or (4.40) for this case we must use 
the Levy-Leblond equation for the Galilei group,42 and 
again construct Bargmann-Wigner equations of the Galilei 
group out of this equation.42 However, the manifold which 
must be used is the paraboloid P3 in R4 defined by 

P3 = {xl'eR4Ix4=!(xi +x~ +x~)-lJ. 
(5.19) 

(8ee Fig. 1.) Under the mapping (3.7) X4 is given by 

X 4 = !((u4 + 1)/{ - u4 + 1)) - 1. (5.20) 
We can view (3.5) as a representation on function spaces over 
P3 (see Ref. 43). We note that the representations (3.5), (3.13), 
and (3.21) are all equivalent to representations on a space of 

37 J. Math. Phys., Vol. 26, No.1, January 1985 

homogeneous functions on projective P3, S3' or T3, i.e., 
K~ .44 The corresponding representations on homogeneous 
functions on K~ are all related to one another by certain 
800{4,1) transformations of M 4

,1.4S Furthermore, through 
the use of a generalization (to arbitrary spins) of the Gelfand':'" 

Graev transform for 800{4, 1),46 we obtain equivalent repre­
sentations, which occur as irreducible representations in the 
decomposition of the left regular representation of 

G = 800{4,1) on 2"2{6 IK), where 6 IKistheCartesianpro­
duct of de 8itter or anti-de 8itter space with some discrete 
space (for example, ZN) (at least locally). 

VI. CONCLUSIONS 

The generalizations of the methods presented here to 

the 800(P, q) groups is straightforward. We must introduce 
a spin structure appropriate to M p. q,s and consider Barg­
mann-Wigner equations on various higher-dimensional an­
alogs of S3 and T3• The remarks at the end of8ec. V provide a 
slight generalization of the well-known harmonic analysis 
on 61K, which probably can be extended with appropriate 

modification to 6 = 800(P, q) (see 8trichartz, Ref. 46). A 
more interesting problem is the harmonic analysis on 61H, 
in which H is an arbitrary subgroup of 6 such that H C K 
and dim(H) < dim{K ). It may be possible to utilize the meth­
ods developed here, in order to solve this problem for certain 
H's. Another interesting mathematical question is whether 
or not the method presented here can be generalized to the 
semisimple Lie groups which have semidirect products as 
group contractions.24 The results of Ref. 24 seem to indicate 
that this is possible. Finally we mention that our results pro­
vide independent proofs of some of the results in Ref. 3 on 
equivalences and forms of the representations associated 
with the models (2.3'), (2.4'), and (2.5'). In particular, the 
result that the Wigner form [Eq. (4.48)] of the Poincare 
group representation is identical to the induced form [Eq. 

(3.21)] of the 800(4,1) representation, when restricted to the 

800(3,1) subgroup, is also obtained in Ref. 3. 
Note added in proof Bakri has also considered equa­

tions such as (4.12) and and (4.39) and has proven their equiv­
alence with the Bargmann-Wigner equations (4.11) for 

8L(2,Q for the special 800(3,2)r,u.s,uv representations con­
sidered here. 8ee M. M. Bakri, Nuovo Cimento A 51, 864 
(1967); M. M. Bakri, J. Math. Phys. 10, 298 (1969). 
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APPENDIX A: CALCULATION OF O'(m(g,u» FOR g 
INFINITESIMAL 

In this appendix we collect a number of useful proper­
ties about the matrix DS(m(g, u)) defined by (3.13). From 
(3.6) we have 
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(AI) 

with x(u) defined by (3.7). Since m( g, x) E Xi = SU(2), it can 
be expressed in the form 

m( g, x) = exp(!imij( g, x) uij), (A2) 

with 

Uij = EijkUk' (A3) 

where U i are the 2 X 2 Pauli matrices satisfying 

Ui uj = iEijk Uk + 8ij' (A4) 

D sImI g, x)) is then obtained through the homomorphism of 
Lie algebras defined by 

! Ui ~Si =! Eijk Sjk' (AS) 

where Sj are (2s + I) X (2s + 1) Hermitian matrices satisfy­
ing the commutation relations ofSU(2) 

[Si' Sj] = iEijk Sk' (A6) 

The matrices m( g, x) for the various continuous sub­
groups of the decomposition (2.4) can be computed and are 
found to be47 translations, 

(- ) 1 - a'(li. + I,,) N-m na , x = , na = e E 

[(tb)~ = nad 8~ - nbd 8~]; 
SU(2) rotations, 

dilations, 

m(a, x) = 1, a-e",I,.. - , 
special conformal transformations, 

(1 - (xu ou)(bou)) 
mIn x) - --~'---'7-"7":"= 

b' - (1 _ 2xob + x2b 2)1/2' 

b i(li. - liS) 
nb =e . 

(A7) 

(AS) 

(A9) 

(AW) 

We now use these expressions to calculate the 
D sImI g, u)) for infinitesimal rotations in the a,b planes of 
M 4•1: 

gab ~I + m/ab' (All) 

From (A7) and (AW) together with the cocycle conditions 
(2.12') of D sImI g, u)), we obtain, with the help of (A3) and 
(AS), 

DS(m( gi4' u)) = DS(m( gi4' x)) 

= 1 - i[b iu jl(1 + u4)] Sij (b i = mi4), 
(AI2) 

DS(m( giS' u)) = 1 + i[h iu jl(1 + u4)] Sij 

(hi = miS ), (Al3) 

[Xi = uJ(1 + U4) by (3.7)]. 

For an infinitesimal rotation in the i,j plane of M 4
•
1 we ob­

tain using (AS): 

D S(m( gij' u)) = 1 + (iI2) mij Sij' (AI4) 

Finally from (A9) for an infinitesimal dilation we have 
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D sImI g45' u)) = 1, (AlS) 

and so also for a finite dilation. 

APPENDIX B: SOME PROPERTIES OF SOo(4) 

The group SOo(4) has a decomposition (Cartan decom­
position) as the product of SOo(3) and a compact analog of 
the Lorentz boosts 

A 

SOo(4) = 2'SO(3). 

Therefore, for each g E SOo(4) we have 
A_LA -IR g- u , 

with R E SO(3); and L u-
I is the boost matrix 

(L u-I)~ = (L -I(U))~ 

= (85 - uiu/( 1 + u4) 
-uj 

A 

(Bl) 

(B2) 

(B3) 

where ~: = I UiU
i + u~ = 1. Note that 2' can be identified as 

a manifold with the points on the three sphere S3' 
The decomposition (B 1) defines a transitive action of 

SOo(4) on the manifold of the boosts S3 48: 

S3 = SOo(4)/SOo(3). (B4) 

The isotropy subgroup of the point u = (0,0,0,1) is SOo(3), 
and it consists of all matrices of the form 

~), (BS) 

where Rij is the matrix of a 3 X 3 rotation. Notice that the 
boost L u- I takes u into u E S3; consequently the action of 
SOo(4) on S3 is seen to be transitive. 

There exists another extremely useful decomposition of 
SOo(4). It is the Wigner decomposition49

: For A E SOo(4), we 
have 

A A I A A 

A =L Au R '(A, u)Lu' (B6) 

where R '(A, u) is a pure rotation, and Lu and L Xu I are de­
fined by Eq. (B3). To see that R '(A, u) is a pure rotation we 
consider the action of R '(A, u) on u: 

,. It.."'" 1 ,.. " 
R '(A, u) u =L;tuAL;; u =L;tu(Au) = U. 

Therefore, R '(A, u) is an element of the isotropy subgroup of 
U, i.e., R '(A, u) E SOo(3). We can easily verify from its defini­
tion that this Wigner rotation satisfies cocycle conditions. 

For A = L u- I a pure boost the Wigner rotation be­
comes expressible as the product of the three boosts 

A I A A I A I 
R'(L;; ,u)=Ai. .. -1uL;; L u-' (B7) 

Next we consider the product of two SOo(4) transforma-
• A ,. -1 A,. -1 A 

tlonsAI=L u R,andA2=L u R 2. WehaveforAI=R 
,. A J 2 

and A2 = L u- 1 the following result: 
A A ,. -1 A_1 
AIA2 =RL u =L Ru R. (BS) 

[Use (B3) and (BS).] Thus for AI =RI and ...12 =L u-1R2 we 
obtain 

(B9) 
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(BlO) 
Letting £ ;; 1 = £ (Rl~2) and £ i 1 = £ ~ 1 in (B7) we can re­
write (BlO) as 

(B11) 

This is the general formula for the product of two SOo(4) 
transformations in terms of a boost and rotation. 

Specializing to t\le case of Al = R a pure rotation and 
A2 = £ ;; 1 a pure boost we obtain the following expression 
for the Wigner rotation corresponding to a rotation: 

R '(R, u) = £RuR£;; 1 = R '(I, Ru) R. (B12) 

But since R '(I, Ru) = £RJ£ Ru 1 = / [compare Eq. (2.11')] 

R '(R, u) = R. (B13) 

Thus the Wigner rotation of a rotation is the rotation itself. 
Using Eqs. (B7) and (B13), we compute the 

(2s + 11X(2s + 1) matrices of the Wigner rotation 
D (R '(A, u)) for infinitesimal rotation 

AlLY = / + w/ILY (B14) 

in the /-t, v planes of R4. For Aij = Rij a rotation in the i,j 
plane, we obtain from (B 13) 

D(R (R, u)) = D (R '(R, Ru -I)) = 1 + iwSij' (B1S) 

where Sij is defined in Eq. (AS). For A/4 = ir;; 1 an infinitesi­
mal boost in the i-4 plane we obtain, using (B7), 

D (R (£UI' u)) = D (R '(£UI' L U~ 1 u)) 
-I j 

1 . u U SA (. -' = - I 1 + u
4 

ij Wi = u'). (B16) 

An easy way to prove (B16) is to recognize that it is just the 
(2s + 1) X (2s + 1) matrix representation of the Thomas rota­
tion for the product of the two boosts L r;; 1 L ;;; 1.50 

APPENDIX C: USEFUL FACTS ABOUT THE BRUHAT 
AND IWASAWA DECOMPOSITIONS OF G 

In this appendix we derive certain facts necessary for 
the establishment of the equivalence of(3.S) with (3.13). First 
we collect the necessary information from Ref. 4 needed to 
prove that the Bruhat decomposition induces the usual con­
formal transformations on R3: 

/ g .. g/yj + gl y2 + g; 
Y - Y = (y = ..[2X). (C1) 

gJ yj + g! y2 + g; 
To verify this we show it is true for translation, dilations, 
rotations, and conformal inversions. We have, according to 
(3.3), (1) translations (Ref. 4, p. 17), 

x'=x+a, 

ija = (aa

1 

1 = ~:2 ~) , 
_!a2 1+!a2 

(C2) 

(2) dilations (Ref. 4, p. 18), 

an", = n",. h (a, x), 

a~G 
0 

~a} (h = man) cosh a 

x'= lalx, sinha cosh a 
(C3) 

(3) rotations (Ref. 4, p. 18), 

mii", = ii",.h (m, x), 

C-
O 

~). x' = mij Xj' 
i7i= 0 1 

0 0 

(C4) 
(4) conformal inversion (Ref. 4, p. 23), 

Riix = nx.h (R, x), A (- 1 0 
R = 0 -1 

x' = _X/X2 , 0 0 

(C5) 

Next using (3.7) and (3.10) we verify that the actiong on 
R3 and the action g on S3 are connected by the similarity 
transformation 

Q.~ (~ 
0 

1:~) l/Ji 

-l/Ji l/Ji 

(C6) 

Let 

C' 
gi4 go) 

A A g44 ~4S . g= :4j 

gSj gS4 gss 

(C7) 

Then 

( 

gij (l/Ji)( g/4 + gls) 

g = Qog QO-l = (l/Ji)(g4j + gSj) ~(g44 +gS4 +g4S + gss) 

(l/Ji)( -g4j +gSj) ~(-g44 +gS4 -g4S +gss) 

(l/Ji)( -gi4 +giS) ) 

!( -g44 -gS4 +g4S +gss) . 

!(g44 -gS4 -g4S +gss) 

(C8) 

For translation g is given by (C2) so 

g~(+ : ~:) 
Use of this in (CI) gives 

x'=x+a. 
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(C9) 

Similarly we establish the desired transformation law for ro­
tations, dilations, and conformal inversion. Thus we have 
verified the claim about (C1) and the Bruhat decomposition. 

It is straightforward to verify 

Tog =g 0 T, (ClO) 
where T is the stereographic projection mapping given by 
(3.7). Using this we demonstrate the cocycle property (2.12') 
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of DS(m(g, u)) as a consequence of the cocycle property of 
the D sImI g, x)). Since (3.5) is an induced representation of 

SOo(4,1) we have 

DS(m( gj g2' x)) = DS(m( gj, x)) DS(m( g2' gj-1x)), 

for gj, g2 E G, x E R3. By definition we have 
............... 

DS(m( gj g2, u)) = DS(m( gj g2' x)), 

DS(m(gj, u)) = DS(m(gj> x)). 

From (ClO) it follows that 

r( gj- jx) = gj- lU. 

Therefore, 

DS(m( g2' gl-lU)) = DS(m( g2' gl-lX)). 

(Cll) 

(CI2) 

(C13) 

(CI4) 

(CIS) 

Substituting (CI2), (C13), and (CIS) into (CII) gives the de­
sired cocycle property. 
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Scalar functions on the homogeneous spaces,JrR of the de Sitter group G = SO(4, 1) are studied, 
where the spaces,JrR are of the form G / K with K being a subgroup of the Lorentz group 
R = SO(3,1) contained in SO(4,1). The spaces,JrR can be regarded as fiber bundles 
E R = E R (G / R,R 1 K), with the base V ~ = G 1 H being a space of constant negative curvature 
characterized by a fundamental length parameter R [(4,1 lode Sitter space], and the fiber S = HI K 
being a homogeneous space of the Lorentz group. The action of G on the spaces E R is a linear 
action on V ~ and a nonlinear action on S, where the latter action is defined by a generalized 
Wigner rotation. A gauge theory based on the (4, I)-de Sitter group is investigated with matter 
represented in terms of a generalized wave function tP (x;s,ji) [with XE U4 (Riemann-Cartan space­
time), SE V ~, and YES] which is defined as a map from a cross section on the bundle E = E (U4 , 

F= ER, G = SO(4,1)) over space-time U4 with fiber F= ER = G IK and structural group 
G = $0(4,1) into the complex numbers. The introduction of purely nonlinearly transforming 
fields (Nl tP (x;ji) is discussed as well as the nonlinear realization ofthe SO(4, 1) symmetry in terms of 
transformations of the Lorentz subgroup H (generalized Wigner rotations). The geometric 
implications of symmetry breaking are pointed out. 

I. INTRODUCTION 

Several years ago it was suggested to represent matter in 
particle theory in terms of fields defined on the homogen­
eous space of a group. Since the Poincare group plays a 
prominent role in particle physics, the original proposal was 
to use a homogeneous space of the Poincare groupl and in­
troduce a generalized wave function2 as a scalar-valued 
function defined on a homogeneous space of the Poincare 
group replacing thereby the ordinary quantum mechanical 
wave function defined over Minkowski space-time by a more 
general object. 3,4 The idea in this connection was to allow the 
spin of the material objects described in terms of these gener­
alized wave functions to playa dynamical role in the theory. 
Instead of introducing multicomponent fields defined over 
Minkowski space-time transforming as a particular linear 
representation of the Poincare group characterized by a 
fixed number of components, one enlarges the space over 
which the wave functions are to be defined and considers 
scalar functions on a homogeneous space of the Poincare 
group. (In Ref. 1 the use of the ten-parameter group space of 
the Poincare group was proposed; in Ref. 3 lower-dimen­
sional homogeneous spaces of the Poincare group capable of 
carrying half-integer spin representations were suggested. 
Compare also Ref. 5 in this context.) A field associated with 
a particular fixed value for mass and spin is obtained by 
posing additional constraint relations, i.e., by requiring that 
the Casimir operators of the Poincare group take particular 
fixed values when applied to the generalized wave function. 

It is interesting to combine such a generalized wave 
function formalism for objects possessing internal degrees of 
freedom associated with some group G (originally assumed 
to be the Poincare group, as mentioned) with the gauge con-

cept for interactions in particle physics and introduce as a 
representation of matter in the theory a scalar field defined 
on a (soldered) fiber bundle over space-time with a homogen­
eous space of the group G as fiber. In previous investigations 
based on the Poincare group as a gauge group, a set ofbilin­
ear source terms in the generalized matter fields was con­
structed (generalized current components) which were 
shown to induce torsion in the underlying space-time base of 
the bundle geometry yielding thereby a description of a 
Poincare gauge theory defined over a Riemann-Cartan base 
U4 •6 ,7 As in general relativity, the metric of space-time is 
induced in this theory by the energy-momentum tensor of 
macroscopic matter distributed in classical form, while the 
nonmetric, i.e., torsion part of the connection,8 is induced in 
the base of the underlying bundle geometry through the 
above-mentioned generalized matter current representing 
the microscopical, i.e., quantum mechanical or wave func­
tion aspect of matter (albeit in a single-particle formulation). 
The matter fields in the theory giving rise to the generalized 
matter current were called Poincare gauge fields being scalar 
fields transforming as linear9 representations of the Poincare 
group. Mathematically speaking they are cross sections on 
soldered bundles over a Riemann-Cartan space-time as base 
possessing a homogeneous space of the Poincare group as 
fiber. The soldering is obtained by identifying a Minkowski 
subspace ofthe fiber with the local tangent space ofthe base 
through an isomorphism (compare Ehresmann lO). 

In this paper we investigate fields defined on the homo­
geneous spaces of the (4,1 lode Sitter group which we identify 
with the coset spaces G IG' with G = SO(4, 1) and G' being a 
subgroup of G leaving a particular point of the homogeneous 
space invariant (stability group or isotropy group of this 
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point). In particular, we are interested in homogeneous 
spaces of the form G / K, where K is a subgroup of the Lor­
entz group H = SO(3, I), which itself is a noncompact sub­
group of G. K is thus not a maximal subgroup. We shall see in 
Sec. II that the homogeneous space G / K can itself be viewed 
as bundles ER(G /H, H /K) with base G /H = SO(4,1)I 
SO(3, I) = V.4, being a pseudo-Riemannian space of constant 
(negative) curvature11 [(4, I)-de Sitter space], and a fiber H / 
K = SO(3, 1)/ K = S, being a homogeneous space of the Lor­
entz group. The action of the group G on the space E R is a 
linear action on the base G / H and a nonlinear action on the 
fiber H /K. We exemplify the situation in the particularly 
interesting de Sitter case in Sec. II and discuss in Sec. III 
scalar functions tP (S,y), withsEG / H andyEH / K, transform­
ing linearly under the group G with respect to the first argu­
ment and nonlinearly with respect to the second. We call 
such a field a hybrid field. In the limiting caseK = H, i.e., for 
E R = V.4, the variables yare absent and one obtains a linear­
ly transforming field tP (s ). 

Section IV is devoted to a discussion of a gauge theory 
based on the de Sitter group involving matter fields tP (x;S,y) 
defined on cross sections on a soldered bundle over space­
time possessing the homogeneous space G / K = E R (V.4 ,S ) 
of the (4, 1 )-de Sitter group as fiber. Soldering is performed by 
identifying the tangent space of the V.4 -part of E R at the 
origin t of V.4 (which is left invariant by H) with the local 
tangent space Tx of space-time. Having defined the hybrid 
fields tP (x;s,ji) we then go over to purely nonlinearly trans­
forming fields which can be regarded as fields defined on a 
bundle over space-time with fiber S = H /K together with a 
nonlinear action of G on S which becomes linear when G is 
restricted to H (generalized Wigner rotation). This is analo­
gous to the nonlinear realization of a symmetry discussed by 
Coleman, Wess, and Zumino12 and by Salam and Strath­
dee13 (compare also ChoI4

). Finally, in Sec. V, criteria for a 
reduction of the gauge symmetry from G to H are given. 

The space E R which is the fiber of the original bundle 
over space-time can be characterized by a length parameter 
R being the curvature radius of its base G / H = V.4. The use 
of the de Sitter group in conjunction with a gauge description 
of strong interactions has been discussed before. 15.16 In this 
context R plays the role of a fundamental length parameter 
of geometric origin which is regarded to be of the order of 
R::::: 10- 13 cm. While previously15 spinor-valued matter 
fields defined on bundles with fiber V.4 were used as a carrier 
for the de Sitter gauge symmetry, we now consider scalar 
functions on a higher-dimensional coset G / K, containing 
V.4, with K being a subgroup of the Lorentz group. 

We shall, in the present paper, not discuss field equa­
tions relating certain source expressions in terms of the mat­
ter fields to the quantities defining the geometry in the un­
derlying bundle over a curved space-time (compare in this 
context Refs. 6, 7, 15, and 16). We shall come back to this 
question elsewhere. Here we focus the attention on the group 
theoretical aspects connected with the representation of 
matter in a gauge theory with gauge group G in the form of 
scalar functions 17 defined on a bundle with fiber 
G/K=ER(G/H,H/K), where G-::JH-::JK and G and H 
both noncompact. It is for physical reasons connected with a 
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gauge formulation of gravity that the group G is required to 
contain a subgroup H isomorphic to the Lorentz group 
(compare Ref. 7 for a formulation of general relativity as a 
gauge theory of the Lorentz group). For definiteness and 
later convenience the discussion is carried through for the 
specific case G = SO(4, I), H = SO(3, I) and an arbitrary sub­
group K ofSO(3, 1). The method, however, applies more gen­
erally. 

As space-time base we shall consider a Riemann-Car­
tan space-time U4 although this is nowhere essential in the 
present context since we do not discuss field equations for 
metric and/or torsion. From the experience gathered in the 
study of the Poincare gauge theory it is, however, to be ex­
pected that the spin degrees of freedom (contained here in 
the homogeneous space description related to the de Sitter 
group) do couple to the torsion of the space-time base. 

Finally, Sec. VI is devoted to some concluding remarks. 
The Appendixes A and B contain various formulas for the 
de Sitter group used throughout the text, while Appendix C 
gives a classification of all the homogeneous spaces of the 
(4, I)-de Sitter group based on a corresponding classification 
of subgroups K of the Lorentz group. This part is mathemat­
ically interesting as a topic on its own right without any 
reference to gauge theories. 

II. THE HOMOGENEOUS SPACE G/K 

It is shown in Appendix B that the de Sitter group G can 
be viewed as a principal fiber bundle P (G / H,H), over the 
homogeneous space V.4 = G / H with fiber and structural 
group H = SO(3, I). The group G acts on itself by left transla­
tion implying a linear action of G on the base of P according 
tos' =A (b,A )s,andanonlinearactiononHbylefttransla­
tion with the generalized Wigner rotation 
A (A (b ',b )) = A (A (b,Ab )A) [compare Eqs. (A37) and 
(A38) of Appendix A and (B6) of Appendix B]. In going over 
from S to S 'by means of a transformation A Cb,A ) ofSO(4, I) 
the bases of the Lie algebra of H at the origin S of G / H suffer 
an automorphism 

Rik-+R:k = A (A (b ',b ))RikA -1(A (b ',b)) 

= RjJ [A (b ',b)] ji [A (b ',b Wk' (2.1) 

This is a consequence of Eq. (B2) and the metric preserving 
property of the transformations A (b,A ) [compare Eqs. (A3) 
and lAB)]. ~ote that A (A (b ',b)) = A (A (b,O)A), at the ori­
gin S, is A (A ) by (A31). The corresponding automorphism 
for the de Sitter boost generators spanning the tangent space 
of V.4 att, is 

RSi-+R;i = A (A (b ',b ))Rs;A -1(A (b ',b)) 

= RSj [A (b ',b)] ji' (2.2) 

We now want to consider a homogeneous space of the 
(4,1)-de Sitter group which is characterized by a stability 
subgroup Kbeing itself a subgroup of the Lorentz group, i.e., 
we want to investigate the homogeneous space SO(4,I)lK, 
with KCH = SO(3,1), which thus has a dimension bigger 
than four. 

Similarly as above for the group G, the homogeneous 
space G / K can be viewed as a fiber bundle associated toP (G / 
H,H) with base G /H and fiber H /K, i.e.,18 
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G/K=ER(G/H,H /K). (2.3) 

We denote the bundle space by E R
, where R is the elemen­

tary length parameter characterizing the base space 
G /H = V~ of ER as mentioned in the Introduction (com­
pare also Appendix A). The fiber H / K is a homogeneous 
space of the Lorentz group which we call S. In Appendix C a 
classification of the spaces G / K in terms of spaces S = H / K 
based on a classification of the subgroups K of H = SO(3, 1) is 
presented. In the subsequent discussions in this paper we 
shall, however, not choose a particular one from the given 
list of these spaces. We shall refer to anyone of them as to the 
space E R possessing as fiber the homogeneous space S = H / 
K which is parametrized in terms of coordinates Y; 
n = 1, ... ,d, withd = dimH - dimK = 6 - dimK. 

The bundle E R can, for almost all points, be written as a 
Cartesian product of two homogeneous spaces 

a.a. 

ER(G/H,H/K) = V~XS, (2.4) 

where the notation a.a. is explained in Appendix C. In the 
classification given in Appendix C we make use of this fact, 
while in the text we adhere to the notation (2.3) since, for 
arbitrary groups G~H~K, ER(G /H,H /K) need not gen­
erally be a product space. 

Let us next determine the action of the group G on the 
space ER. To this end we think of ER as parametrized in 
terms of coordinates 5 labeling the points of the base V ~, and 
of coordinates y labeling the points of the fiber S, i.e., 

(2.5) 

Associated with the structure of the spaces V ~ and S as ho­
mogeneous spaces of the groups SO(4, 1) and SO(3, 1), respec­
tively, we introduce two projections (compare Appendix B) 

1T: G-+G /H, (2.6) 

and 

1T': H-+H /K, (2.7) 

and write the coordinates (s,y) by labeling the points of G / K 
in terms of group actions choosing as origin in G / K the point 
with the coordinates (g,yo), 

5 = 1Tg(b,A ) = 1Tg(b ), 

y = 1T'g( (3,A ) = 1T'g( (3), 

(2.Sa) 

(2.Sb) 

where g(b,A ) = g(b )g(A) parametrizes G = SO(4,1) [see 
(AI9) and (A9)], and 

g(A ) = g( !3,A ) = g( !3 )g(A. ) (2.9) 

parametrizes H = SO(3, 1) in an analogous manner [g( (3) is a 
parametrization of H / K (with origin Yo), and g(A. ) is a para­
metrization of the subgroup K of H leaving Yo invariant]. 

The action of the de Sitter group G on the homogeneous 
space G / K = E R can, in view ofEqs. (2.S) and (B6), be writ­
ten in the following way [g = g(b,A )]: 

(2.10) 

The first entry on the right-hand side of (2.10) is the action of 
G on G /H determined in Appendix A and B yielding 
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1Tg(b ')g(A (b ' ,b )) = 1Tg(b ') = 5' with b' = A (b )iib. In the 
second entry the notation (g(b,A )g(b ))H means that the part 
of the transformation of the product g(b,A )g(b ) lying in the 
subgroup H in the decomposition (A35) [here written for 
g(b,A ) andg(b, 1)] is to be taken and decomposed according to 
Eq. (2.9) with only the part g( (3') surviving the projection 1T' 
(see below). ThusexactlytheA-partoftheproductg(b,A )g(b) 
which can be dropped under the projection 1T enters under 
the projection 1T' as the transformation (g(b,A )g(b ))H' Ac­
cording to Eqs. (A36) and (A37) this is just the generalized 
Wigner rotation g(A (b ',b )). Thus Eq. (2.10) takes the form 

(2.11a) 

with 

b ' = A (b )iib, (2.11b) 

and 

A (b ',b) = A (b,Ab )ii. (2.11c) 

Hence, under the action of the group G one obtains a linear 
transformation of the base space of E R according to 

(2.12) 

and a nonlinear transformation of the fiber S of E R accord­
ing to 

y' = h (A (b,Ab )ii )ji, (2.13) 

where h denotes a representation of H on S. To obtain this 
result we use the same arguments for the group H and its 
subgroup K as was used for G and its subgroup H in Appen­
dixes A and B, i.e., [compare Eqs. (2.8), (2.9), (B7), (BS), and 
(A36)] 

1T'g(A (b ',b ))g({3) = 1T'gb·.b({3')g(A.b·.b({3',{3)) 

=1T'gb'.b(!3')=y'. (2.14) 

We thus have established the result that the action of the 
group G = SO(4,1) on the homogeneous space 
G /K = ER(G /H,H /K) is the usual linear action (2.12) on 
the base G /H = V~ (being a pseudo-Riemannian space of 
constant negative curvature), and a nonlinear action (2.13) 
on the fiber H / K = S (being a homogeneous space of the 
Lorentz group). The action of G in the second case is just the 
one given by the SO(4, 1) Wigner rotation A (b ' ,b ) 
= A (b,Ab)ii depending on the parameters b and A of the 
transformation g of G and on the point SEG / H with b = 5/ 
R. 

III. SCALAR FUNCTIONS ON HOMOGENEOUS SPACES 
OF THE de SITTER GROUP 

In this section we discuss scalar fields defined on the 
homogeneous spaces G / Hand G / K, with K CH. 

Let us first treat the case of functions 4J (5 ) defined on 
G / H = V ~ which we call linearly transforming fields. They 
form a representation of the (4,1 )-de Sitter group according 
to the relation 

Ug(b.A)4J(5) = 4J(A -l(b,A )5) (3.1) 

with the operators Ug obeying UgI Ug2 = UgIg2 • Here we de­
note, as usual, an element of G by g and in the 5 X 5 matrix 
representation acting on G / H by A. 
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Using the parametrization (A14) for the one-parameter 
subgroups, Eq. (3.1) yields the following representation for 
the generators of the de Sitter group in terms of differential 
operators to be applied to scalar functions <P (5): 

lab<P(5)=i~~ [Ug(E@ab)<P(5)-<P(5)] 

=ilim~[<P(A -I(E@ab)5)-<I>(5)], (3.2) 
E---+O E 

where@abis regarded to be fixed (equal to unity) and 

l - - (R )C E- d ~ = i(E- ~ - E-b ~) ab - ab d:' a5c :'a a5b :. a5 a • 

(3.3) 

Here the last equality follows from (A13). The operators 
lab = -lba are a set of ten differential operators in the 
variables 5 a satisfying the Lie algebra (A 12) of the (4, 1 lode 
Sitter group. Although formulated in terms of the coordi­
nates of the embedding space R 4,I in which V ~ represents a 
hypersurface the operators (3.3) do not lead out of the 
de Sitter space V ~ when applied to a function <I> (5 ) defined 
on the hypersurface. Contracting lab with 5 a yields, with 
(AI), 

E-al = _R2i(~+ 5b5
a 

~)= -R 2i);' 
:. ab as b R 2 as a b , 

(3.4) 
('1 

where the "internal" differential operators aa; a = 0,1,2,3,5, 
('1 

constrained by 5 aaa = 0, span the tangent space Ts of V ~ at 

5· 
Let us now go over to scalar functions <I> (5,Y) defined on 

G IK = ER(G IH = V~,H IK = S)with5EV~ andjiES. The 
discussion in Sec. II showed that their first argument trans­
forms linearly while their second argument transforms non­
linearly under transformations g(b,A ) of the de Sitter group 

Ug(b,A) <P (5,ji) = <I> (A -I(b,A )5,i:' -I(A (b,Ab )ii ))i), (3.5) 

withA (Tb, ooAb) ooA =A (b',b). Due to the cocycle property 
of the SO(4,1) Wigner rotations, A (b",b')A (b',b) 
= A (b" ,b), Eq. (3.5) defines again a representation ofSO(4, 1) 
obeying Us, US2 = US'S2.

19 The action of the group Gis, 
however, a nonlinear one with respect to the transformation 
of the second argument of <P (5, ty). It becomes a linear action 
if g(Tb, ooA ) is restricted to the subgroup H, i.e., for Tb = 0 
[compare Eq. (A31)]. In this case A (b',b) = ooA. We intro­
duce the notation "hybrid field" to denote a function <I> (5,ty) 
with a transformation law as given by Eq. (3.5). 

The definition of the infinitesimal generators of SO(4, 1) 
for functions <I> (5,Y) is given by a formula analogous to (3.2) 
with lab replaced by Mab , where 

(3.6) 
Here the operators lab' given by Eq. (3.3), affect the first 
argument of <I> (5,ji) while the Sab are differential operators 
affecting the second argument of <I> (5,Y). From the properties 
(A39) and (A43) of the generalized Wigner rotation we find 
for the operators Sab 

Sik = - (Riktmym ; , (3.7) 
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and 

(3.8) 

where Rik is a representation of the Lorentz group acting on 
the homogeneous space S = H I K. The explicit form of the 
operators Sik as differential operators in the variables yn can 
be constructed, for the various homogeneous spacesH I K, by 
the method described in Ref. 3. Choosing for K the maximal 
compact subgroup SO(3) one again obtains a linear action of 
Sik on H I K while in general, for higher-dimensional cosets, 
the action of the Lorentz group on H I K is a hybrid one as in 
the analogous de Sitter case treated above. Equation (3.8) 
shows that the operators MSi generating the de Sitter boosts 
for scalar functions <I> (5,ji) defined on G I K possess an S-part 
given in terms of the operators Sik satisfying the Lie algebra 
of SO(3,1). The resulting expression, however, depends on 
the point 5 on V ~ since b k I( 1 + Y) = 5 k I(R - 55). It is easy 
to check that the operators Mik and MSi satisfy the algebra 
(A18a)-(A18c) of the (4, I)-de Sitter group. 

IV. GAUGE THEORY ON A BUNDLE WITH FIBER GIK 

After the discussion given in the preceding sections 
concerning various homogeneous spaces of the (4,1 lode Sitter 
group we now tum to a gauge formulation based on the 
group 80(4, 1). To this end we introduce a soldered fiber bun­
dle over a Riemann-Cartan space-time U4 as base possessing 
as fiber F the homogeneous space G I K = E R (V ~,S ) and as 
structural or gauge group G the (4,1 lode Sitter group with an 
action on the fiber as determined in Sec. II. We thus intro­
duce the bundle 

E = E(U4,F= ER(V~,S),G = SO(4,1)). (4.1) 

This bundle is associated to the principal bundle 

P(U4,F= G = SO(4,1)), (4.2) 

where G can be viewed, as noted before, as the bundle P (G I 
H,H). The soldering of E is obtained by identifying the tan­
gent space of the subspace V~ ofF at the point 5 = twith the 
local tangent space Tx; of U4 at x through an isomorphism 10 

(compare also Refs. 20 and 21). Thus the point t-the origin 
of V ~ - is the point of contact between base space (space­
time) and fiber at XEU4 • Due to the soldering there are two 
different Lorentz groups to be considered here acting in a 
"parallel" manner: On the one hand, there is the Lorentz 
subgroup ofSO(4, 1) associated with the point t (its elements 
are the generalized Wigner rotations), on the other hand, 
there is a Lorentz group acting as gauge group on the usual 
Lorentz frame bundle L (U4 ) = P (U4 , F = G = 80(3,1)) over 
a Riemann-Cartan base. The local sections on L (U4 ) define a 
connection with metric and torsion components (see Refs. 6 
and 7). We shall come back to a relation between these two 
Lorentz group actions in a different context and focus here 
the attention on the de Sitter gauge symmetry and its sub­
symmetry leaving the Lorentz gauge symmetry associated 
with a vierbein formulation of general relativity aside. We 
thus treat the de Sitter group as an internal gauge group. 

Also the bundle (4.2), which is the de Sitter frame bun­
dle over space-time studied before, 15.16 can be regarded as a 
soldered bundle. We denote the connection on (4.2) by the set 
often one-forms liJ:b = -liJ~a with coefficients F!ab' i.e., 
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R -d Jl.r R (43) (J)ab - X Jl.ab' . 

where dx JI. is a natural basis in T~, the dual tangent space of 
U4 at the point x. The r !ab are 40 de Sitter gauge potentials 
which were called de Sitter rotation coefficients in Refs. 15 
and 16. Let us for later use introduce the 5 X 5 matrix quanti­
ty 

(J)R = _ (i/2lw:b R ab (4.4) 

having matrix elements [compare (A13)] 

((J)Rtb = R k ( 
(J)Ri (J)ORis ) 

(J) "k 
(4.5) 

with the row index a = (i,5) and the column index b = (k,5). 
Introducing the one-forms 

()
A i _ r.,Ri _ r.,R" -.., s-.., , (4.6) 

Eq. (4.4) can be written as 

(J)R = (~: ~) , (4.7) 

where @R is a 4 X 4 Lorentz matrix with matrix elements 
((J)R V k' and B is a column vector of one-forms and B T is trans­
pose. The form (4.7) for the connection corresponds to the 
decomposition 9 = m E& ~ of the Lie algebra of the de Sitter 
group with m generating the Lorentz subgroup of SO(4,1) 
leaving the point g fixed, and with ~ being a vector subspace 
of 9 spanning the tangent space to V 4 at g (see Appendix B). 
The forms B i, i = 0,1,2,3, associated with the latter, are 
called the soldering forms. 20 

Under a de Sitter gauge transformation, the matrix (J)R 
transforms according to 

(4.8) 

whereA = A (b (x),A (x)) and, in anaturallocal coordinate ba­
sis on U4 , d = dx JI. aJl.' It is apparent that the matrix (J)R will 
only keep its form (4.7) if A is restricted to the Lorentz sub­
group, i.e., for b (x) = o. We shall come back to this below. 

The curvature n R is given by Cartan's structural equa­
tion for the space (4.2) 

n R = d(J)R - (J)R 1\ (J)R, (4.9) 

where d denotes the exterior derivative and 1\ the exterior 
product of forms. In analogy to Eq. (4.7) n R decomposes 
into a matrix of two-forms: 

nR=(~R e) 
€)T 0' (4.10) 

A 

where n R is the 4 X 4 matrix 

(4.11) 

and 

e = VB = dO _@RI\O. (4.12) 

In the last equation we have denoted the SO(3, 1) covariant 
exterior derivative with respect to @R by V. 

The Bianchi identities following from Eq. (4.9) as inte­
grability conditions read 

vn R = dnR _ (J)R I\n R + n R I\(J)R = 0, (4.13) 

where V denotes the covariant derivative with respect to the 
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de Sitter connection (4.4). 
We mention in passing that the bundle (4.2) goes over 

into the affine frame bundle over space-time in the limit 
R ---+ 00 in which the de Sitter group contracts to the Poincare 
group ISO(3,1) (Inonii-Wigner contraction), and the 
de Sitter space V4 with group of motion SO(4,1) goes over 
into Minkowski space M4 with group of motion ISO(3, 1).21 
This relation is worth remembering in connection with the 
extensive research done on the Poincare group as a gauge 
group and its relation to extended theories of gravitation 
(compare Refs. 6 and 7 and the literature quoted there). The 
bundle (4.1) goes over for R---+oo into the bundles discussed 
in Refs. 6 and 7 possessing a homogeneous space of the Poin­
care group as fiber. In the contraction limit @R has to be 
identified with the connection on the Lorentz frame bundle 
over space-time, and the 0 i go over into the forms () i + Vxi

, 

with the () i denoting the fundamental one-forms (vierbein 
forms) () i = A ~ (x)d~ JI., and Xi being an affine vector field (see 
Refs. 6 and 7). The €) i play the role of the torsion in this limit. 
Except for some remarks in Sec. VI below we shall, however, 
not discuss in detail the Inonii-Wigner contraction of the 
structural group in the bundles (4.1) and (4.2) and treat in­
stead the de Sitter symmetry as a gauge symmetry on its own 
right. 

We now consider as a representative of matter in a 
gauge theory of the de Sitter group a generalized scalar wave 
function cP (x;s,ji) which is defined as a map from a cross 
sectionu: U4---+E onE (U4' G /K, G = SO(4,1)) into the com­
plex numbersl7 with cP (x;s,ji) transforming as in Eq. (3.5) 
under de Sitter gauge transformations, g(x) = g(h (x),A (x)), 
i.e., behaving under changes of the cross section according to 

cP '(x;s,ji) = Ug(X) cP (x;s,ji) = cP (x;A -Is,h -I(A (b ',b )}Y). 

(4.14) 

cP (x;s,ji) is a hybrid scalar de Sitter gauge field. Along with 
the field cP (x;s,ji) there is a connection defined on E induced 
from a corresponding connection on (4.2). The form r R de­
fining a connection on the bundle (4. I)-and thereby defin­
ing a covariant derivative for cP (x;s,ji)-is the SO(4, I)-Lie 
algebra valued one-form acting on cP (x;s,ji) 

rR=dxJl.r!=dxJl.[W!ikMik+r!5ikri]. (4.15) 

HeretheMab are given byEqs. (3.6), (3.3), (3.7), and (3.8), and 
the r!ab = - r!ba are the connection coefficients defined 

G/H 

above. We denote by r R the part in (4.15) associated with 

the soldering forms 0 i: 
G/H R JI. R i- A i-
r = - dx r Jl.5 MSi = () M Si ' (4.16) 

The covariant derivative of the function cP (x;s,ji) is giv­
en by 

DJl.CP(x;s,ji) = (aJl. + ir!)cp(x;s,ji), (4.17) 

with DJI. cP (x;s,ji) transforming in the same way as cP (x;s,ji) 
implying the usual transformation rule for the connection 
r R [compare Eq. (4.8)] 

r ,R U rRu- 1 'U dU- 1 (418) = g(x) g(x) - I g(x) g(x) • • 

Let us now go over to purely nonlinearly transforming 
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fields~ called (N) <P (xjl), which are idoentical to theo fields 
<P (x;t,y) boosted back to the origin t = 5 in G I H with 5 being 
the point of contact of fiber and space-time base in the sol­
dered bundle E (U4,G I K,SO(4, 1)) (see above), i.e., with (A9), 

(N) <P (xjl) = Ugjb ) <P (x;t,y). (4.19) 

Here we made use of the fact that a pure boostg(b) does not 
affect the last argument of <P (x;s,y). Similarly one defines 

(N)<P(Xjl') = Ugjb')<p (x;t ',y'). (4,20) 

It is easy to show from Eqs. (4,14), (4.19), and (4.20) together 
with the formula [compare Eqs. (A33) and (A34)] 

Ugjb ) Ugjb ') UgjA(b',b)) U ihiU ib\ = U iA1(b',b)) 

that 

(4.21) 

(N) <P '(xjl) = UgjA (b',b))(N) <P (xjl) = (N) <P (xjl'), (4.22) 

with 

y' = h (A (b I,b ))Y. (4.23) 

This shows that the nonlinear fields (N) <P (xjl) transform un­
der the generalized Wigner rotation A (b I,b ), i.e., transform 
nonlinearly under transformations of SO(4, 1). The fields 
(N) <P (xjl) could be viewed as defined on a cross section of a 
bundle 

E' = E'(U4,F= S = H IK,G = SO(4,1)), (4.24) 

possessing as fiber the homogeneous space S of the Lorentz 
group together with a nonlinear action of SO(4, 1) on S given 
by g(A (b I,b )) = g(A (b,Ab )A ). A gauge transformation on 
E I is expressed for scalar functions defined on E I by Eq. 
(4.22). 

Now, what is the corresponding connection on E I defin­
ing a covariant derivative for the nonlinearly transforming 
fields (4.19)? In view of Eqs. (4.18) and (4.19) the connection 
associated with the fields (N) <P (xjl) is given by 

(N)r R = ugjb)rRU ihi - iUgjb ) dU ihi. (4.25) 

Changing the cross section on E I according to Eqs. (4.22) and 
(4.23) implies that (N)r R transforms as 

r 'R u rRu- 1 
(N) = gjA (b ',b)) (N) gjA (b ',b)) 

-iUgjA(b',b)) dUiA\b',b))' (4.26) 

In order to interpret Eq. (4.25) let us first observe that 
Ugjb ) is generated by the LSi only (a pure boost does not act 
on S, as mentioned above), i.e., it can be written as 

U _/,"liJ/L" gjb) - , (4.27) 

with 0)/ and b i related by (A 17) [both being x-dependent 
here]. The @5 i(X) are a set of fields parametrizing the boost 
U gjb) for generalized wave functions defined as cross sections 
on E. In second quantized theories they are usually called 
the "Goldstone fields." 

Any transformation AESO(4,1) induces an automor­
phism of the Lie algebra 9 which in the defining 5 X 5 matrix 
representation reads 

A 

Rab---+R ~b =ARabA -I = Ra'b' [A Va [A ]b'b' (4.28) 

A similar relation holds for the operators Lab as follows from 
Eq. (4.28) together with (3.3). Specializing to a de Sitter boost 
A (b) one obtains 
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- A~~ - b' -
Lab ---+ Lab = Ugjb )Lab U ih i = [A (b W'a [A (b)] bLa'b" 

o 
(4.29) 

where Lab i~ a set of operatws taking particular values at the 
origin t = t of V ~ with Lik being zero when applied to 

o 

(N) <P (xjl), and with L;i being equivalent, in application to 
(N) <P (xjl), i.e., at 5 = t, to 

LS.=iRa.=iR~1 . , , at i s=~ 

Furthermore, one finds 

Ugjb)sU ih: = t, 
showing that 

o 

(4.30) 

(4.31) 

_ {Lik + Sik = Mik for a,b = i,k 
U M U -I- 0 0 

gjb) ab gjb) - L- - M- I.' b - 5 . . Si - Si lor a, - ,I 
(4.32) 

The result for a,b = i,k is true since the Sik and the LSi com­
mute; the result for a,b = 5,i follows from (4.31) and (3.8). 
With (4.32) Eq. (4.25) explicitly decomposes into the follow­
ing contributions taking values in the Lie algebra of H and in 
the vector space generating G IH, respectively, 

H G/H 

(N)r R = (N)r R + (N) r R, (4.33) 

where 
H 0 

r R 1 R (L- ik + S· ik) (N) = zUJik , (4.34) 

which depends only on the operators S ik in applications to 
(N) <P (xjl), and where 

G/H R Ai AASi..e 

(N) r = (8 + VUJ )LSi (4.35) 
o 

depends only on L5i' with the last term on the right-hand 
side of (4.35) originating from the right-most term in (4.25) 
using, moreover, 

(4.36) 

which is true since W5 ''LSi commutes with Ugjb ) as defined by 
(4.27). It is now immediately apparent that Eq. (4.26) can be 

H 

split into an equation for (N)r R possessing an inhomogen-

eous transformation character typical for a connection on 
G/H 

(4.24), and into an equation for (N) r R being, in fact, invar-
iant under gauge transformations g(A (b I,b)) (with (; i and 
AA' 
VUJ5' transforming as Lorentz vector fields), i.e., 

H H 
r ,R U rRu- 1 

(N) = gjA (b ',b)) (N) gjA (b ',b)) 

- iUgjA(b',b)) dU iA\b',b)) , (4.37) 
G/H G/H 

r IR r R 
(N) =(N) • (4.38) 

Here UgjA (b ',b)) can be viewed as being generated by the Sik 
G/H 

only, and (N) r R being an Sik- valued one-form acting on 

(N) tP (xjl). 
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V. SYMMETRY BREAKING 
G/H 

If (N) r R is a field which is dynamically of no impor-
G/H 

tance, i.e., if, for example, (N) r R does not appear in the 

Lagrangian, one could think of eliminating it from further 
considerations by putting both sides of Eq. (4.38) equal to 
zero implying, with regard to Eq. (4.35) that the soldering 
forms are covariant derivatives with respect to the Lorentz 
part of the connection WR: 

(5.1) 

This means that the "Goldstone fields" WSi appearing in Eq. 
(4.27), in fact, determine the soldering forms. The @ i, given 
by Eq. (4.12), now are 

(5.2) 

with 

R R ij = dwR
ij + WRik 1\ wR

j k. (5.3) 

These equations imply that the WSi together with the pure 
Lorentz part of the matrix of curvature forms given by the 
first two terms on the right-hand side ofEq. (4.11) determine 
the@i. 

We mentioned above that the form (4.7) for the connec­
tion on (4.2) remains invariant undertransformationsA (A ) of 
the stability subgroup H of the point ~ with the entries in 
Eq.(4.7) transforming as 

W'R = AwRA -1 -A dA -I, 

0' =AO. 
G/H 

(5.4a) 

(5.4b) 

With (N) r R assumed to be zero everywhere the gauge 

symmetry has been reduced to the subgroup H, and the 
original de Sitter gauge symmetry is broken down to a linear 
Lorentz gauge symmetry with connection w~ and curvature 
R~. Only the relation (5.1) is a remainder of the original 
SO(4, 1) gauge symmetry. Assuming further that the W5i are 
covariant constant would eliminate the 0 i altogether from 
the description. It is tempting to relate the Lorentz gauge 
degrees of freedom obtained above to gravitation which in 
Cartan's moving frame formulation can be regarded as a 
gauge theory of the Lorentz group.7 However, we shall not 
explore this relation here in any detail since we intend to 
come back to this topic in a different context. 

If, on the other hand, one does not assume (5.1) to hold 
true, one has, in going over to the nonlinearly transforming 
gauge and matter fields (4.37), (4.38), and (4.19), broken the 
symmetry down to the subgroup H yielding now a nonlinear 
realization of the original gauge symmetry G. This nonlinear 
realization of a gauge symmetry with group G on the stabil­
ity subgroup H associated with the origin of the coset space 
G I H is usually called, in second quantized theories, a "spon­
taneous symmetry breaking." In these theories G is the sym­
metry group of some Lagrangian defining a gauge theory, 
and the subgroup H is the symmetry group of the ground 

H 

state of the system. While wR or (N)r
R remain true gauge 

fields associated with the subgroup H (generalized Wigner 
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A G/H 

rotations) the remaining fields () i or (N) r R associated with 

the boost generators are homogeneously transforming fields 
". ;..;."..., . 

[(). and Vws' are Lorentz vector fields [compare Eq. (5.4b)], 
G/H 

and (N) r R is an invariant [compare Eqs. (4.35) and (4.38)] J. 
The soldering forms 0 i and the "Goldstone fields" WSi are 

G/H 

now independent quantities which determine (N) r R. Actu-

ally, .1.he WSi are neither geometric quantities like wR, 0, n R, 
and e, nor are they matter quantities; they are "parameter 
fields" parametrizing the boosts Ug{b) transforming the hy­
brid matter fields <P (x;S,y) into the nonlinear matter fields 
(N) ~ (x;j). Fi~ally, the curvature on the bundle (4.2) is given 
by n R and e defined by Eqs. (4.11) and (4.12). They are 
independent geometric quantities characterizing the mani­
fold (4.2). 

VI. DISCUSSION 

We studied in this paper functions defined on homogen­
eous spaces of the (4,1 )-de Sitter group G which are of the 
type G IK, where K is not a maximal subgroup of G but a 
subgroup of the Lorentz group H = SO(3,1) which itself is a 
noncompact (maximal) subgroup of G. It was shown that the 
spaces G I K can be viewed as fiber bundles 
G IK = ER(G IH,H IK), where the base, V4 = G IH, is a 
pseudo-Riemannian space of constant negative curvature 
and the fiber, S = H I K, is a homogeneous space of the Lo­
rentz group. The action of G on the space G IK is a linear 
action on V 4 and a nonlinear action on S with the latter 
given by the generalized Wigner rotations studied in Appen­
dix A. After presenting a classification of the spaces G I K 
based on an analogous classification of the homogeneous 
spaces of the Lorentz group (see Appendix C) and introduc­
ing functions defined on G I K, we went on to discuss a gauge 
theory based on the (4,1)-de Sitter group with matter repre­
sented in terms of generalized wave functions, <P (x;s,y), de­
fined as a map into the complex numbers from a cross section 
on a soldered bundleER(U4 , F= G IK,G = SO(4,1)) over a 
Riemann-Cartan space-time U4 having as fiber the homo­
geneous space G I K of the (4,1 )-de Sitter group. The physical 
idea in this context is to represent the spin content of matter 
in a gauge theory in terms of scalar wave functions defined 
on a higher-dimensional space, in fact, a homogeneous space 
of the (4,1 )-de Sitter group. This is a gauged version of the 
proposal made in Refs. 1, 4, and 3 for a field theory based on 
the Poincare group, with the group G = SO(4,1) replacing 
the Poincare group. [A discussion of a Poincare gauge the­
ory in a related context can be found in Refs. 6 and 7 (see also 
the literature quoted there). For the original motivation to 
USe the de Sitter group see Refs. 22-25 and also 15, 16, and 
26.] 

Having defined the de Sitter gauge fields <P (x;s,y), 
which we call hybrid gauge fields since the argument S 
suffers a linear, while the argument y suffers a nonlinear 
substitution under de Sitter gauge transformations, we intro­
duced purely nonlinearly transforming fields (N) <P (x;j). This 
was done by boosting the variable S of <P (x;s,y) back to the 
origin ~ of V 4 = G I H. In this way the gauge group G is 
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realized in a nonlinear manner on the stability subgroup H of 
the point ~EG / H in terms of the generalized Wigner rota­
tions. 

Finally, the geometric implications of the reduction of 
the symmetry from the original gauge group G = SO(4,1) to 
the gauge group H = SO(3, I) were investigated. The relation 
of the Lorentz subsymmetry H to the Lorentz gauge formu­
lation of classical general relativity in terms of the Lorentz 
frame bundle over a Riemannian or Riemann-Cartan space­
time was not discussed in detail in this paper. We intend to 
come back to this question elsewhere in an investigation of 
the Inonii-Wigner contraction ofthe de Sitter group to the 
Poincare group in the bundle formalism presented in this 
paper. (This is the limitR-+oo.) In a forthcoming article the 
field equations will be discussed which relate the matter 
functions to the geometry of the underlying bundle space 
and clarify the connection between the spin degrees of free­
dom contained in the generalized hybrid or nonlinear wave 
fields on E, and the torsion degrees of freedom contained in 
the soldering forms e i. 
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APPENDIX A: PROPERTIES OF THE (4, 1)-de SITTER 
GROUP 

The (4, 1 I-de Sitter group is the group of hyperbolic rota­
tions in a five-dimensional Lorentzian space R 4•1 which 
leaves the quadratic form 

saSa = SaS b1]ab = - R 2, (AI) 

with 

1]ab = diag(l, - 1, - 1, - 1, - 1) (A2) 

invariant. (The summation convention for repeated indices 
over the range a,b = 0,1,2,3,5 is assumed throughout.) We 
denote by SO(4,1) the identity component of the four-fold 
connected pseudo-orthogonal group G leaving (AI) invar­
iant, and denote its elements in the defining 5 X 5 matrix 
representation by A. SO(4,1) is a short-hand notation for 
0(4,1)++ with + + standing for sign A °0 = + I and 
det(A a b) = + 1. The metric preserving property of the 
de Sitter transformations implies the pseudo-orthogonality 
relation 

(A3) 

where T denotes the transpose and 1] is the de Sitter metric 
with components (A2). 

The hypersurface defined in R 4,I by Eq. (AI) is a one­
shell hyperboloid which is a model for a four-dimensional 
pseudo-Riemannian space V 4 of constant negative curva­
ture with curvature radius R and curvature scalar - 1/ R 2 

[(4, I)-de Sitter space] on which the group SO(4,1) acts as a 
group of motions, i.e., on which SO(4, 1) acts transitively. V 4 
is thus a homogeneous space (compare Appendix C). In the 
mathematical literature the radius of the de Sitter hyperbo­
loid V 4 is usually considered to be unity. For physical rea­
sons we shall not make this assumption here; moreover, V 4 
will be identified with the noncompact coset space (compare 
Helgason II) 
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G /H = SO(4,I)1S0(3,1) = V 4, (A4) 

where H is the (noncompact) stability subgroup with ele­
ments 

A(A)= A 

000 

leaving the particular point ~ of V 4 invariant [being the 
proper orthochronous Lorentz group SO(3,1) = 0(3,1)++] 
and with ~ given by 

~= 

o 
o 
o 
o 

(A5) 

The aspects of the homogeneous space V 4 as a coset space 
are discussed in Appendix B. 

Any point SE V 4 can be obtained from ~ with the help of 
adeSitterboostA (b )accordingtos = A (b )5, which reads in 
components 

sa = [A (b Wb~b, (A6) 

with 

(A7) 

where 

Ibsl =r= +Jl +bjbj andE=signb s. (AS) 

Here a = (i,5) is the row index and b = (k,5) the column in­
dex with the indices i,k in the range 0,1,2,3. Indices a,b, 
c,d, ... are raised and lowered with the de Sitter metric 1]ab and 
1]ab' respectively, while indices iJ,k,I, ... are raised and 
lowered with the Lorentz metric 1]ik and 1] Ik' respectively; 
[1]jk = diag(l, - 1, - 1, - 1)]. The boost A (b) depends on 
b k; k = 0,1,2,3, and E. However, for simplicity we writeA (b) 
instead of A (b k,E) [with the exception ofEqs. (lOa) and (lOb) 
below]. Equation (A6) shows that 

(A9) 

From (A3) it follows that the inverse boost and the identity 
are given by 

A -I(b) =A -I(b k,E) =A ( - b k,E), 

A (b k = O,E = - I) = 1. 

For E = + lone has for 

-I 

o 
bk-+o: A(bk=O,E= 1)= 0 

o 
o 

0 

0 

0 
0 

0 0 
0 0 
1 0 
0 1 
0 0 
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which is an element of 0(4,1)-+ carrying t over into 
t' = (O,O,O,O,R ). We mention in passing that frequently in 
the literature antipodal points 5 a and - 5 a are identified on 
the de Sitter hyperboloid (compare Gelfand, Graev, and Vi­
lenkin27) thus allowing one to restrict the boost to the case 
E = - 1 [compare the corresponding choice (AS) for tl In 
this paper we shall follow this convention taking thus essen­
tially half the hyperboloid (AI) as a model for the (4,1)­
de Sitter space and assuming E = - 1 in Eq. (A 7). (Compare 
also Hannabus28 in this context.) 

A transformation AESO(4,1) carrying a point sEn 
overint05'EV~, i.e., 5' = As, can be broken down into two 
boosts and a Lorentz transformation A (b ',b) according to 

A =A(b')A(A(b',b))A -I(b), (All) 

with b k given by (A9) and similarly for b ,k. The form and 
propertiesofthetransformationA (A (b ',b)), being the analog 
for SO(4,1) of the usual Wigner rotation, will be discussed 
below. 

A S X S matrix representation of the Lie algebra of the 
(4,1)-de Sitter group is given by the matrices Rab = - Rba 
obeying the commutation relations 

i[ Rab,Red ] = 1Jae R bd + 1JbdR ae -1JadR bc -1JbcR ad' 
(A12) 

The matrix elements of the Rab are 

(Rabrd = - i[ 1JadDb e -1JbdDa T (A13) 

For the ten one-parameter subgroups ofSO(4, 1) with param­
eters @ab = - @ba generated by Rab we write 

~a' A (@ab) = e - lOJ ROb, (AI4) 

where in the exponent no summation is performed. The pa­
rameters@si = - @Si can be used to parametrize the trans­
formations (A 7) for boosts in a particular direction charac­
terized by b i for i = 0,1,2 or 3, according to (remember that 
E= -1) 

bO = sinh@so 

(A1S) 

br = sin @/, r = 1,2,3. 

The parameters @ik parametrize the Lorentz subgroup of 
SO(4,1). 

The space V ~ can be parametrized by the exponential 

( 

. bibk . Dk+---
[exp(lws'Rsj)]\ = 1 + r 

-bk 

(A16) 
with 

i A i sinh-J@j@5j 
b = (Us , 

-J@j@Sj 
(A17) 

where here and in Eq. (A16) a summation overj = 0,1,2,3 is 
implied (compare Gilmore20

). It is apparent that Eqs. (AI6) 
and (A17) reduce to the one-parameter subgroups generated 
by a single R Si ' for i = 0,1,2,3, with the b j given by (A1S). 

Decomposing the Lie algebra 9 of SO(4,1) into 
9 = m Ell 1', where the elements of m (represented here in 
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terms of six S X S matrices R ik ) generate the subgroup H, and 
those of1' (represented here by the four boost generators R Si ) 
generate the space V ~, i.e., the coset space G / H (see Appen­
dix B), the commutation relations (A12) take the form 

i[ Rij,Rkl ] = 1JikRjl + 1JjlR ik -1JilRjk -1JjkRiI' 
(AISa) 

i[ Rsj,Rjk ] = 1JikRSj -1JijRSk ' (A1Sb) 

i[ Rs[,R sj ] = - Rij. (A1Sc) 

Any element A of SO(4,1) can be parametrized in the 
following way (noncompact version of the Cartan decompo­
sition) (compare Ref. 2S): 

A =A (b,A) =A (b)A (A) (A19) 

in terms of boost parameters b k parametrizing the coset 
space G / H, and in terms of parameters@ik parametrizing the 
Lorentz subgroup H ofSO(4, 1). We always write the boost to 
the left of the A -transformation. [The particular parametri­
zation of A (A ) in terms of one-parameter subgroups of the 
Lorentz group will be discussed in Appendix C in connec­
tion with the discussion of the homogeneous spaces of the 
Lorentz group.] It is easy to show from (A 7) that 

A (A)A (b)A -I(A) =A (Ab). (A20) 

Next we consider the product of two boosts with pa­
rameters b ,k and b k and write the result in the form (AI9). 
Explicit calculation yields 

A (b ')A (b ) = A (B )A (A (b ',b )) 

= A (A (b ',b))A (8), (A21) 

where 

B = A (b ')b and Ii = A (b )b " (A22) 

with 

B=~5~i_r) and Ii=~5~I_r)' (A23) 

where 

and 

B I = b I + b 'Ifji + bjb j/(l + y')), 

B I = b ,1 + b I(y , + b jb ; /( 1 + y)), 

B 5 = Ii 5 = - r = - (b kb k + rr '), 

(A24) 

(A2S) 

(A26) 

with y given by (AS) and analogously for r'. It is apparent 
that B a and B a are related by a Lorentz transformation 
A -I(A (b ',b)). Written down for the first four components 
(the fifth component remains unaltered) one has 

Bk= [A -1(b',bWjBj, (A27) 

where the matrix elements of A (b ' ,b ) are given by 

[A (b ',b)]! = (D~ + b 'Ib j ) (15: + b kb'-.) 
l+r' l+r 

. Bljj + b"b _ --'- (A2S) 
S 1 +r 

From this expression one immediately derives the following 
properties for the Lorentz transformation A (b ',b): 

A -I(b I,b ) = A (b,b 'I, (A29) 

A(b,b)=A(b,-b)= 1, (A30) 
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A (b,O) =A (O,b) = 1, 

A (Ab,b) =/1. 
(A31) 

(A32) 

The last equation will be established below in a more direct 
way. 

It is now easy to see that the generalized Wigner rota­
tion X (b ',b) appearing in (All) is identical to the Lorentz 
transformation appearing in the boost product (A21). Using 
(A27)-written for the five-component vectors with the help 
of (A22) in the form A (b )b' = A (A -I(b ',b ))A (b ')b 
-and comparing with (All) one finds 

A (X (b ',b)) = A -1(b')A -1(b)A (A -I(b ',b))A (b')A (b), 

(A33) 

which results, with the help of (A21) and (A29), in 

A (X (b ',b )) = A (A -I(b,b')) = A (A (b ',b )). (A34) 

Henceforth, we thus shall drop the bar and refer to the Lo­
rentz transformation A (b ' ,b ) as to the generalized Wigner 
rotation [or SO(4,1) Wigner rotation] associated with the 
points S ' = Rb ' and S = Rb of V ~. 

Using Eq. (A21) the multiplication rule for the elements 
of the de Sitter group in the parametrization (AI9) takes the 
form 

A (bl,A I)A (b2,A2) 

=A (B =A (b l)A lb2)A (A (bl,Alb2)AIA2)' (A3S) 

Let us now regard the element A of SO(4, 1), with the 
propert~ f' =AS in the parametrization (AI9) as given by 
A = A (b,A). After multiplication with A (b) from the 
right Eq. (All) then takes the form 

A (b,A )A (b) = A (b ')A (A (b ',b )). (A36) 

This is the typical equation discussed in theories based on 
nonlinear realizations of groups. 12.13 In the present case the 
de Sitter group is nonlinearly realized on the stability sub­
group of the origin t of the coset space G IH = SO(4,1)/ 
SO(3,I) = V~ through what we called the "Wigner rota­
tions." The realization becomes linear if A (b,A ) is restricted 
to the subgroup H, i.e., for A (b = O,A ). This can be seen im-

mediately in the following way: Considering the left-hand 
side of (A36) as a product according to (A3S) one finds 

A (B =A (b 0b)A (A (b,Ab 0) =A (b')A (A (b ',b)), 
(A37) 

implying that 

(A38a) 

and 
A (b ',b) =A (b,Ab 0. (A38b) 

These equations express the nonlinear character of the real­
ization of the de Sitter group G on the Lorentz subgroup H. 
For b k = 0, i.e., A (b) = 1 implying b' = Ab, Eq. (A38b) 
yields, using (A3l), 

A (Ab,b) = A (O,Ab 0 = A. (A39) 

This is identical to (A32) showing, as stated above, that one 
obtains a linear realization of the group G on H, the stability 
subgroup of the origin t, in restricting the transformations of 
G to H. Taking finally A = 1 in Eqs. (A38) leads to the for­
mula 
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A (A (b )b,b ) = A (b,b ) = A (b,A (b )b ), (A40) 

where the last equality follows from (A29) interchanging the 
roles of band b. This shows that, in particular, the transfor­
mation A (A (b ',b)) can be expressed as a product of three 
boosts: 

A -I(b 'jA (b )A (b) = A (A (b,b )) (A41) 

with b ' = A (b lb. 
We finally derive the expression for the transformation 

A (A (h,b)) for infinitesimal b and arbitrary b. Computing to 
first order in the b k using 

A (b) = 1 + ib iR5i (A42) 

in (A4I), or starting directly from (A28), one finds 

A (A (b,b)) = 1 - (il(1 + y))b ib kR ik . (A43) 

This relation shows explicitly the dependence of the SO(4,1) 
Wigner rotation on the boost parameters bi and on the pa­
rameters of an arbitrary point S of the de Sitter space with 
b k I( 1 + y) = S k I(R - S 5). 

APPENDIX B: COSET SPACES OF 50(4,1) 

In Appendix A the Lie algebra 9 of the de Sitter group G 
was decomposed according to 9 = m ED -1', where m is a subal­
gebra generating the stability subgroup H of the point t of 
V ~ (the Lorentz group), and where -I' is a vector subspace of 9 
spanning the tangent space to V ~ at t with exp -I' parametriz­
ing the homogeneous space V ~ which can be identified with 
the coset space G I H (see below). The elements of exp -I' were 
called the de Sitter boosts in Appendix A which were de­
noted, in the defining 5 X 5 matrix representation, by A (b ). 
The basis of the subalgebra m was in this representation de­
noted by R ik , i < k; i,k = 0,1,2,3, and the basis of the vector 
space -I' was denoted by R 5i ; i = 0,1,2,3. There is an involu­
tive automorphism r defined on 9 with eigenvalue + 1 on m 
and eigenvalue - 1 on -1'. This automorphism is defined by 
Rab~R ~b = IsRabI 5-

1, where Is = diag(l,I,I,I, - 1). 
Since we need in Sec. II the action of G = SO(4,1) on 

homogeneous spaces different from V ~ we generalize the 
notation slightly so that it applies to any representation of 
the group G. Denoting now by g the elements of G and by h 
those of H we have according to (A 19) the parametrization 

g = g(b,A ) = g(b )g(A ) = g(b )h, (BI) 

whereg(b
o

) is a boost associated with a transformation on V~ 
carrying S over into S, and where g(A ) = h is a Lorentz trans­
formation associated with a corresponding transformation 
on V ~ leaving the origin t fixed. Whenever the action of G on 
V; is meant we can write again A (b,A ) instead of g(b,A ). 

Since H is the stability subgroup associated with the 
point t the subgroup Hs leaving the point SE V; invariant is 
given by conjugation of H with g: 

Hs =gHg- l
• (B2) 

Equation (BI) shows that this is equal tog(b )Hg-I(b) since 
hHh-I=H. 

Clearly, with every boost g(b) also the transformation 
g(b )h, with any hER, corresponds to a transformation on V; 
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carrying t over into S. Let us, therefore, introduce the fol­
lowing equivalence relation: Two elementsg1 andg2 ofG are 
equivalent (Le., determine the same point S on V ~ when ap­
plied to t) if gl- Ig2EIl. This allows one to identify the point 
Se V ~ with the left coset gH and thus to identify V ~ with G I 
H, the space of left cosets of G with respect to H. One can 
view G I H as the quotient space of Gby the above-mentioned 
equivalence relation and define a projection 17': 

17': G~G IH (B3) 

associating with every geG the element 

1T'g=gH (B4) 

of G IH. The group G acts transitively on G IH = V~ ac­
cording to (compare Lichnerowiczl8) 

A (b,A )17' = 17'Lgjb,A)' (B5) 

where Lg denotes the left translation in the group G by g. 
Applying this to the group element g(b,A ) yields 

with 

A (b,A )17'g(b,A ) = 17'Lgjb,A )g(b,A ) = 17'g(b,A )g(b,A ), 
(B6) 

1T'g(b,A ) = 17'g(b ) = S. (B7) 

Thus, Eq. (B6) is the transformation S' = A (b,A )S in its rela­
tion to the action of the group on itself by left translation. 
Using Eq. (A35) for the multiplication rule of the de Sitter 
group the right-hand side of (B6) can be written as 

17'g(b,A )g(b,A ) = 1T'g(b') = S', (B8) 

with 

b' =A ib)Ab. 

The computational rule in connection with Eqs. (B7) 
and (B8) is that under the projection operator 17' any sub­
group transformation h can be dropped after having moved 
itto the right in usingg(A )g(b ) = g(A b )g(A ) [compare (A20)]. 

It is seen from Eqs. (B3)-(B5) that under the projection 
17' the group G can be viewed as a principal fiber bundle over 
G IH with fiber and structural group H, 

G=P(GIH,H), (B9) 

with the group H acting on itself by left translation [see the 
right-hand side of (B5) for b = 0]. The action ofthe group G 
on the base is provided, as we have seen, by Eq. (B6). 

WenotethatP(G IH,H), which is a Lorentz frame bun­
dIe over de Sitter space V ~, can be viewed for almost all 
points as a Cartesian product (compare Appendix C). More­
over, it is shown in Refs. 18 and 30 that a canonical invariant 
connection is defined on PIG IH,H). 

APPENDIX C: A CLASSIFICATION OF CERTAIN 
HOMOGENEOUS SPACES OF SO(4,1) (BY P. MOYLAN) 

In this appendix we present a classification of the homo­
geneous spaces of the group SO(4,1) which are based on a 
corresponding classification of the homogeneous spaces of 

. the Poincare group presented in Refs. 3, 4, and 31. First we 
recall the definition of a homogeneous space E (compare Ap­
pendix B). 

Definition: A homogeneous space E of a group G is a 
manifold E, on which an action of G is defined, and which 
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[lEG 

satisfies: (a) the action y~gyeE is a C 00 differentiable map 

on E; (b) the action is transitive. 
There is a one-to-one correspondence between homo­

geneous spaces of G and subgroups of G which differ by 
conjugation with elements of G from one another. This is 
seen as follows: write every element of G in the form 
g = gxg', where g' eG ' eGis an element of the stability sub­
group G' of the pointyoeE, andgxeGIG'. By transitivity 
every element yeE can be written as 

y = gxg'yo = gxyo' (C1) 

Thus the space GIG' can be identified with E as shown in 
Appendix B. As stated there the stability subgroups of two 
different points y and Yo are conjugate to one another [Eq. 
(B2)] and therefore the classification of all homogeneous 
spaces is equivalent to the determination of all subgroups of 
G up to conjugation. The mathematical problem of deter­
mining all subgroups of a given Lie group is a very difficult 
one and is certainly not explicitly solved.32 However, the 
classification of all subgroups of G = SO(4,1) that are ob­
tained by exponentiation from the corresponding classifica­
tion of the Lie subalgebras of the Lie algebra of SO(4, 1) has 
been given in Ref. 31. In our classification we will require 
that the subgroup K C SO(4, 1) satisfies the additional condi­
tion K CH = SO(3, 1), and we will only need the results pre­
sented in Refs. 3 and 4. 

In Sec. II it was stated that the homogeneous space G I 
K = SO(4,1)IK is a fiber bundle ER(G IH,H IK) with fiber 
H I K and base G I H associated to the principal fiber bundle 
G = PIG IH,H). Explicitly it is given by 

ER =ER(GIH,H IK) = (P(GIH,H)XH IK)IH 

(C2) 

with the projection 17'E being the mapping of ER onto G IH 
induced by the mapping 17' p of P (G I H,H) onto G I H. It is a 
fact that "almost all" elements ofSO(4,1) admit a decompo­
sition as28: 

a.a 

SO(4,1) = PIG IH,H) = G IH XH. (C3) 

a.a 

Here = means equality except for the points of a set of 

measure zero inP (G IH,H) and G IH (see Ref. 28). Since we 
wish to investigate the properties off unctions defined on the 
spaces ER, sets of measure zero playa relatively unimpor­
tant role in most of the analysis and we consider the principal 
bundle (C3) as essentially a Cartesian product. An analogous 
result for E R (almost every element has a unique decomposi­
tion into an element of V ~ and an element of S) follows from 
(C3) together with the construction of ER in (C2). Thus the 
homogeneous spaces which we consider have for "almost 
all" elements a decomposition of the following form: 

a.a 

E R = V~XS, (C4) 

with S = HI K, where K r;;,H = SO(3, 1) C SO(4, 1). K is a sta­
bilizer subgroup associated with a corresponding Lie subal­
gebra of the Lie algebra of H through exponentiation. The 
elements (sJi) of ER are given by Eq. (2.8), and the action of 
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gEG on (S,ji) is given from Eqs. (2.11a), (2.11b), and (2.11c) by 
(Cll) g=g(b,.ii ) 

(5,Y) - (S , ,ji'), 

with 

5' =Ag5 [Eq. (2.12)] 

and 
y' = h (A (b,Ab)A lY [Eq. (2.13)], 

(C5) 

(C6) 

(C7) 

The Sik for the various homogeneous spaces S = H / K are 
determined by the equation 

SilJ"(y) = i !t{h (e-iER;k)y}, (C12) 

where h denotes an action of H on S and A (b,Ab )A is the 
SO(4, 1) Wigner rotation associated with the points 5 and 5' 
of the base V ... We note that for certain g's and certain 5 's 
and y's the transformed points may not have such a decom­
position as in (C5). However, these points do not affect the 
functional analysis, since they form, for fixed g, always a set 
of measure zero. 33,34 

where Rik is the generator of the Lorentz transformation in 
the i,k plane. 

The classification of the various possible homogeneous 
spaces subject to the conditions given above reduces to the 
problem of finding all Lie subalgebras k of the Lie algebra of 
SL(2,q [the covering group ofSO(3, I I]. The stabilizers K are 
then obtained through exponentiation from k. This problem 
was solved by Finkelstein4 and later treated in more detail by 
Bacry and Kihlberg. 3 Using their results we give a list of the 
various possible homogeneous spaces in Table I. We have 
listed explicitly in column I those homogeneous spaces E R 

for which the stability subgroup G ' is particularly simple. In 
column 2 we give a convenient parametrization of these ho­
mogeneous spaces which arise from various decompositions 
of H as discussed below (see also Ref. 3). In column 3 the 
dimensions of the spaces E R are listed, and in column 4 the 
bases of the Lie algebras associated with the stabilizer sub­
groups are given. In column 5 the SO(4, I) invariant measures 
of the homogeneous spaces are listed, and in column 6 the 
Finkelstein classification is given. 

The infinitesimal generators of the representation of 
SO(4,1) defined by (3.5) are defined for g(€WOb

) 

= exp( - i€wab Rab ) (no summation over a, b, and wab = I 
fixed) by 

Mab cP (S,y) = i ~ : [Ug(EWab) cP (5,ji) - cP (S,y)] , (C8) 

where Ug cP (S,ji) is given by Eq. (3.5). Here the functions 

CP: ER_C 

are required to be COO. The Mab (see Sec. III) are 

(C9) 

with 

(ClO) 

In order to understand the parametrization listed in 
column 2 of the table we consider the Iwasawa decomposi­
tion ofH 

H = KAN, (CI3) 
and where K is the maximal compact subgroup SO(3) of H and A 

TABLE I. Homogeneous spaces of SO(4, 1) associated with stabilizer subgroups of H = SO(3,l). 

Parameters of Generators of SO(4, 1) invariant Notation of 
ER covering space" Dimension stabilizer measure Finkelstein 

SO(4,1) t ",({J,e,,p,s,t,u 10 0 dt e2' dtdu d({J d cos edI/J [6] 
t ",({J,e,,p,s,t 9 L02 -L23 dt el> d!dt d({J d cos e dI/J [5] 

SO(4,1)/ SO(2) t ",({J,e,s,t,u 9 LI2 dt ds dt du d({J d cos e [50] 

t ",({J,e,ip,t,u 9 fL' f L dt dt du d({J d cos e dip [5f ] cos - 12 + sm - 03 
2 2 

o <f<1T 
S0(4,1)/N t ",({J,e,,p,s 8 L02 -L23, dt el> ds d({J d cos e d,p [4] 

t ",({J,e,,p,t 
LOl +L31 

8 L02 -L23 No [4'] 
L03 

t",({J,e,t,u 8 L 12,L03 dt dtdu d({J d cos e [4"] 

S0(4,1)/ SO(3) t ",ri';q'q" = 1 7 LI2,L23.L31 dt d
3
q [3] 

qo 

SO(4,1)/ SO(2,1) t ",q";q"q" = - J 7 L 12,LOI ,L02 
dqOdql dq2 

dt q' [3'] 

t",({J,e,s 7 L12.L02 - L 23, dt e2' ds d({J d cos e [30] 
LOl +L31 
o <f<1T 

t ",({J,e,ip 7 fL' f L No Pf] cos - 12 + sm - 03; 
2 2 

L02 - L23;LOI + L31 
o <f<1T 

t",({J,e 6 LI2,L03.L02 - L23· No [2] 
LOl +L31 

V~ t" 4 L"v dt [0] 

"The covering space is the corresponding homogeneous space, E, associated with the universal covering group of SO(4, J), i.e., E = SO(4,J)/K, where a bar 
denotes the covering group. 
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and N are abelian subgroups of H. For the covering group 
SL(2,q this decomposition leads to the following parametri­
zation: 

SL(2,q: A = e - i<pL12e - i8L31e - if/lL12 

(C14) 

where L 12, L 23 andL31 generate SU(2), the covering group of 
K, L03 generates A, and LOl + L 31,L02 - L 23 generate N. 
Thus tp, (), and 1/1 are the parameters of K, s is the parameter 
of A and t,u are the parameters of N. The ranges of the pa­
rameters (tp,(},1/1,s,t,u) are3 

0<.tp,1/1<.21T, 

0<. (}<'1T, (C15) 

- 00 <s,t,u < 00. 

We have also the following parametrization ofSL(2,q: 
A = e - i<pL l2e - i8L31e - it [Lal + L31J 

(C16) 

where3 

t = e[t cos 1/1 - u sin 1/1], 
(C17) 

ii = e'[u cos 1/1 + t sin 1/1]. 
The case [3] is treated using the Cartan decomposition for 
SL(2,q 

SL(2,q = SL(2,q/SU(2)XSU(2):::::T3XS3' (C18) 

This decomposition expresses SL(2,q as the product of a 
hyperboloid of two sheets in four dimensions 

T3={ql'lql'ql' =q~ -q~ -q~ -q~ = + I}, (C19) 

and the three-sphere 

(C20) 

Notice that the generators ofSU(2) are L 12' L 23, and L 31 • The 
case [3'] is perhaps not so well understood in terms of global 
decompositions (see Refs. 3 and 28). 

The calculation of SO(4, 1) invariant measures on the 
coset spaces G / K in terms of the various parametrizations 
listed in Table I is a consequence of the following result. 

a.a 

Lemma: Let Gbe SO(4,1) and let G /K = V~ XH /Kbe 

the decomposition of "almost all" elements of G / K into H / 
K = SO(3,1)/K and V~ = G /H considered above (KCH). 
Furthermore, suppose there exists an H invariant measure 
dyon H /K, and let 

ds=_1-ds o ds l ds 2ds 3 (C21) 
Issl 

be the G left-invariant measure on V ~. Then there exists a 
positive G invariant measure dX on G / K so that 

i f(X)dX= r f(S,y)dSdy (C22) 
GIK JV4XHIK 

for allfeC OO(G). [Here (S,y) = XeG /K is the decomposition 
of an elementXeG /K, considered above, which is not in the 
set of measure zero.] 
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Proot Let Xg(b,A)_X' = [S'(S,g),y'(Y;s,g)] and define 
dXasdX=dSdY· 

Now from Eq. (C6) 

ds' = det(Ag IdS = dS 

becausegeSO(4,1), and from Eq. (Cl) 

dY' = det(h [A (b,Ab )A ] )dy = dy 

because h [A (b,Ab )A]eSO(3,1) which is unity since 
dy is H left invariant on H / K. 

Thus, for X' = (gX) 

r fiX ')dX = r f(S , ,y')ds dy 
JGIK JV4XHIK 

= r f(s ' ,y')ds ' dY' 
J W4 XHIK)' 

= r f(X')dX'. (C23) 
J(GIK)' 

This proves the lemma. [Since ,Y2-functions are defined 
only up to sets of measure zero the "almost all" equality is 
actually an equality in (C22) and (C23).] 

From this result it follows that the invariant measure on 
G / K is determined by Eq. (C2l) and the H invariant measure 
dy on H /K. The dy's, when they exist, have been explicitly 
determined for the various homogeneous spaces in Ref. 3. 
Combining their results with Eq. (C2l) we have obtained 
column 5 of the table. Note that when no H invariant mea­
sure on H /K exists we have listed No for these cases. 

IF. Lurcrat, Physics 1, 95 (1964). 
2Since, at this level of the presentation, we do not want to enter into a dis­
cussion on the many-particle, i.e., Fock space aspect of these fields we treat 
them as "generalized wave functions" like in a one-particle quantum the­
ory. Which aspects of the description presented in this paper require actu­
ally a "second quantization" yielding eventually an operator formalism is 
a difficult question to answer at the beginning and is left to a later investi­
gation. (The general opinion ofthe author is that only part of the degrees of 
freedom described here in using homogeneous space techniques require a 
second quantization, others remain quasiclassical albeit coupled through 
nonlinear interactions to the geometry of the embedding space.) Thus we 
shaH concentrate on the semiclassical aspects of these fields, i.e., treat 
them as c-number quantities. 

3H. Bacry and A. Kihlberg, J. Math. Phys. 10, 2132 (1969). 
4D. Finkelstein, Phys. Rev. 100,924 (1955). 
sc. P. Boyer and G. N. Fleming, J. Math. Phys. 15, 1007 (1974). 
6W. Drechsler, Ann. Inst. Henri Poincare 37, 155 (1982). 
7W. Drechsler, "Poincare Gauge Theory, Gravitation, and Transforma­
tion of Matter Fields," talk presented at the XII International'Conference 
on Differential Geometric Methods in Physics, Clausthal 1983 (to be pub­
lished in Fortschritte der Physik). 

8Actually, only axial vector torsion can be induced in this way. 
"The transformation character is linear only for the simplest case (lowest 
fiber dimension, N = 4): The fiber being affine Minkowski space-time. 
Otherwise the transformation rule is a hybrid one (compare the discussion 
below and in Sec. III). 

lOCh. Ehresmann, Col1oque de Topologie, Bruxelles, p. 29, 1950. 
llS. Helgason, The Radon Transform (Birkhiiuser-Verlag, Basel, 1980), 

Chap. IV. 
12S. Coleman, J. Wess, and B. Zumino, Phys. Rev. 177, 2239, 2247 (1969). 
13A. Salam and J. Strathdee, Phys. Rev. 184, 1750 (1969). 
I'y. M. Cho, Phys. Rev. D 18, 2810 (1978). 
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Classical and quantum symmetry groups of a free-fall particle 
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Symmetry of a free-fall particle is studied in quantum as well as classical mechanics. The quantum 
symmetry group is shown to be a central extension of the classical one. In the case of two degrees 
of freedom, the action of the quantum symmetry group is expressed in the form of integral 
transform as a unitary operator on the space of wave functions. 

I. INTRODUCTION 

Symmetry of certaiJ?- mechanical systems has been high­
ly studied in classical and quantum mechanics. 1 The Kepler 
problem (or the hydrogen atom in quantum mechanics) and 
the harmonic oscillator are celebrated examples.2 In particu­
lar, the harmonic oscillator has been investigated thorough­
ly in quantum mechanics as well as in classical mechanics 
because of the simplicity of the Hamiltonian. The Hamilton­
ian is, of course, quadratic in x and p, a position vector and a 
momentum vector, respectively. 

The dynamical system to be dealt with in this article has 
the Hamiltonian quadratic inp and linear in x, that is, a free­
fall particle. This system seems not to have been noted in 
symmetry theory. In spite of its simplicity, the free-fall parti­
cle exhibits symmetry of high interest. In fact, the classical 
and quantum symmetry groups of this system are not iso­
morphic to each other. As will be shown in the succeeding 
sections, the quantum symmetry group is a central extension 
of the classical one. This is in marked contrast with the har­
monic oscillator whose symmetry groups of classical and 
quantum systems are the same, both being the special uni­
tary group SU(n). It is worth mentioning here that the GaIiIei 
group is known to give rise to a central extension when repre­
sented in the space of wave functions for the free-particle 
Schrodinger equation. 3,4 

Section II deals with the classical symmetry group of 
the free-fall particle. The Lie algebra of the symmetry group 
and that of the associated first integrals under a Poisson 
bracket are shown not to be isomorphic to each other. 
Through quantization this fact makes the quantum symme­
try group not isomorphic to the classical one. 

Section III is concerned with the quantum symmetry 
group of the free-fall particle. First, integral transforms are 
treated to describe the symmetry of the quantum system by 
unitary operators on the space of wave functions. The inte­
gral kernels, however, are determined up to arbitrary phase 
factors. To fix the phase factors is the point of this article. 
After that, the quantum symmetry group manifests itself. 
For the sake of simplicity the system is assumed to be of 
dimension 2. The classical symmetry group is then broken 
up into the product of one-parameter subgroups. The corre­
sponding one-parameter groups for the quantum system are 
fully represented in the space of wave functions as one-pa­
rameter unitary operators in terms of integral transform 
with definite integral kernel. Put together, these one-param­
eter groups give rise to the quantum symmetry group the 

action of which is expressed in the form of an integral trans­
form. 

Section IV contains remarks on the one-parameter uni­
tary operator generated by the Hamiltonian and on an impli­
cation of the fact that the quantum symmetry group is a 
central extension of the classical symmetry group. 

II. CLASSICAL SYMMETRY GROUP 

A free-fall particle is a dynamical system defined on 
Rn XRn

, the phase space, with the Hamiltonian 

H = !(P,p) + g(k,x), (2.1) 

where (x,p)ERn X Rn 
,( , ) denotes the standard inner pro­

duct, g is a positive constant, and k is a constant vector. The 
symplectic two-form (j) is written in the form 

(2.2) 

where (x) ,Pi ) are the Cartesian coordinates. 
Consider inhomogeneous linear transformations 

(2.3) 

where A,B,C, and Dare n X n real constant matrices, and u 
and v are constant vectors in RR. The transformations (2.3) 
are said to be symmetries of the free-fall particle when they 
leave the Hamiltonian (2.1) and the symplectic form (2.2) 
invariant. It is a matter of calculation to find a necessary and 
sufficient condition for (2.3) to be symmetries. We have, in 
fact, 

AAT=I, BTA=ATB, C=O, D=A, 

Ak = k, v = - Bk, (k,u) = - !<Bk,Bk), 

where AT denotes the transpose of A, and so on. 

(2.4) 

From (2.4), thematrixM defined to beBA -1 is symmet­
ric. Since B = MA, C = 0, D = A, and v = - Mk, we can 
describe the symmetries in terms of A, M, and u. Here, from 
(2.4), A must be an orthogonal matrix fixing the vector k, and 
u is subject to (k,u) = - !(Mk,Mk). Thus the symmetries 
obtained have 

!(n - l)(n - 2) + !n(n + 1) + (n - 1) = n2 

parameters. It is easy to show that the symmetries form a 
group and can be expressed in the (n + 1) X (n + 1) matrix 
form 
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MA 

A (2.5) 

(see Ref. 5). 
Theorem 2.1: A free-fall particle admits a symmetry 

group of dimension n2 [to be denoted by FF(n )], the action of 
which is expressed in the form (2.5) subject to the conditions 

AAT = I, Ak = k, MT = M, (k,u) = - ~(Mk,Mk). 
(2.6) 

We remark that if k = 0 then the Hamiltonian (2.1) be­
comes that for a free particle, and the second and the last 
conditions in (2.6) vanish, so that the matrices in (2.5) form a 
symmetry group for the free-particle which is larger than the 
Euclidean group E(n) viewed usually as a symmetry group 
for the free-particle. We point out further that for A = I, 
M = tI, and u = -!t 2k the symmetry group FF(n) restricts 
to a one-parameter subgroup whose orbits are just the Ha­
miltonian flows of the equation of motion. This one-param­
eter subgroup is commutative with all the elements ofFF(n). 
We can then get rid of this subgroup by imposing an addi­
tional condition tr M = 0 to (2.6). The identity component of 
the restricted symmetry group obtained will be referred to as 
FF'(n), which is subject to the condition (2.6) plus tr M = 0 
and detA = 1, and is of dimension n2 

- 1. 
We now proceed to generating functions of the infinite­

simal transformations by the symmetry group FF(n). We 
first note the matrix in (2.5) has the decomposition 

C ~A -~k){ ~ -~k)C A J 
(2.7) 

The first and the second factors in the right-hand side of(2. 7) 
form respective subgroups of FF(n). We start with the sub­
group determined by M and u, the first factor in the right­
hand side of (2.7). As is easily shown, the Lie algebra of this 
subgroup is formed by 

N 

c (2.8) o 

with ~ = Nand (k,w) = 0, which will be referred to as 
X (N,w). On infinitesimalizing the action of the subgroup un­
der consideration, we obtain an infinitesimal transformation 
U (N,w), the action of X (N,w), on lRn X lRn 

U(N,w) = ((NP + gw), ~) - g (Nk, ~), (2.9) 

where a/ax and a / ap stand for the gradient operators. The 
U(N,w) is an infinitesimal canonical transformation whose 
generating function is then to be obtained by 

aF aF 
-=gNk, -=Np+gw. (2.10) 
ax ap 

Calculation results in 

F (N,w) = ! (P,Np) + g(p,w) + g(x,Nk ). (2.11) 

This is, of course, a first integral. 
The generating functions associated with the subgroup 
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determined by A, the second factor in the right-hand side of 
(2.7), are clearly angular momentums. Let R be an antisym­
metricnXnmatrixwithRk = O.By Y(R ) and VIR ) we mean 
an element of the Lie algebra of the subgroup under consi­
deration and the induced infinitesimal transformation on 
lRn XlRn ,respectively. Here Y(R ) and VIR ) are, respectively, 
of the form 

Y(R)~C R J. 
V(R)=(RX, ~)+(RP' ~). (2.12) 

The angular momentums generating V(R) then have the 
form 

L (R) = (Rx,p), with RT = - Rand Rk = O. 

(2.13) 

Weare going into details of the Lie algebras relevant to 
the infinitesimal symmetry of the free-fall particle. The Lie 
algebra, denoted by ff(n), of the symmetry group FF(n) has 
the commutation relations 

[X(N,w),x(N',w')] =X(O, - [N,N']k), 

[Y(R ),x(N,w)] =X([R,N],Rw), (2.14) 

[Y(R ),Y(R ')] = Y([R,R ']). 

To show this is an easy matter. Further, a straightforward 
calculation shows that the correspondences 

X (N,w)-+ - U(N,w), Y(R)-+ - V(R) (2.15) 

make up a Lie algebra isomorphism of the Lie algebra ff(n) to 
the Lie algebra of the infinitesimal canonical transforma­
tions on lRn X lRn. We next focus our attention on the Lie 
algebra consisting of the generating functions F and Lunder 
a Poisson bracket [ , }. The Poisson brackets between F's 
and L 's are calculated to give 

[F(N,w),F(N,w')} =F(O, - [N,N']k) 

+g2(Nk,w') - (N'k,w»), 

[L(R),F(N,w)} =F([R,N],Rw), 

{L (R ),L (R ')} = L ([R,R ']). 

(2.16) 

We see from (2.16) that the generating functions form a 
Lie algebra together with a constant function 1. Of course, 
the 1 commutes with all F (N,w) and L (R ). The Lie algebra 
obtained is then a central extension,6 denoted by eff(n), of the 
Lie algebra ff(n) given in (2.14). Thus we have the following 
theorem. 

Theorem 2.2: Two Lie algebras are associated with the 
infinitesimal symmetry of a free-fall particle. One is the Lie 
algebra ff(n) of the symmetry group FF(n) given in Theorem 
2.1, the other is the Lie algebra eff(n) formed by the generat­
ing functions and a constant. The latter is a central extension 
of the former. 

In the next section we will concentrate on a study of the 
symmetry group for a quantum free-fall particle of two de­
grees of freedom (n = 2). We make in advance a detailed 
review of the classical restricted symmetry group FFr (2) for 
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a comparison between the classical and the quantum sym­
metrygroups. We fix the vector k ase2 = (O,l)T. We will also 
set e l = (0,1 f in what follows. The conditionAk = kin (2.6) 
with det A = 1 then implies that A = 1. Accordingly, the 
symmetry group FFr (2) and its Lie algebra fJ'" (2) have the 
relation 

0 0 t s r 

0 s -t 0 
exp 0 0 

0 t 

0 
1 0 t s r 

1 s -t _!(t2 +~) 

= 0 -s (2.17) 

1 t 

1 

where r,s, and t are real numbers. We note here that 
det M = - (t 2 + ~)#O unless t = s = O. This fact will be a 
reason for concentration on the case n = 2. 

Let X A , A = 1,2,3, be a basis of the symmetry algebra 
ft' r (2) such that the matrix (2.17) takes the form 
exp(tXI + sX2 + r X 3 ). A calculation then shows that (2.17) is 
broken up into the product 

exp(tX1 + sX2 + rX3) 

= exp tXI exp sX2 exp(r + st )X3' (2.18) 

The commutation relations amongXA's come from (2.14) to 
be 

[XI,x2] = - 2X3, [XI ,x3] = 0, [X2,x3] = O. (2.19) 

By FA' A = 1,2,3, we mean the generating functions corre­
sponding to X A • Equation (2.11) then reads 

FI = !(Pi - p~) - gx2, F2 = PtP2 +gxl , F3 =gpl' 
(2.20) 

Their commutation relations are known from (2.16) to be 

[FI.F21 = - 2F3, [FI.F31 = 0, [F2,F31 =g2, (2.21) 

which should be compared with (2.19). By eft' r (2) we denote 
the Lie algebra defined through (2.21), a central extension of 
ft'r(2). 

III. QUANTUM SYMMETRY GROUP 
To discuss symmetry for a quantum free-fall particle, 

we start with infinitesimal symmetry. According to the 
Schr6dinger quantization procedure, Pj = - ialaxj , the 
classical observables F(N,w) and L (R) are quantized to be 
denoted by F (N,w) andL (R ), respectively. The commutation 
relations are calculated by the use of [Xj,Pk] = iojk , etc., to 
give 

[F (N,w).F (N ',w')] = iF(O, - [N,N ']k ) 

+ ig2(Nk,w') - (N'k,w»), 

[L (R ).F(N,w)] = iF([R,N],Rw), 

[L (R ),i (R ')] = zi ([R,R ']). 

(3.1) 

Thus we have obtained a Lie algebra describing infinitesimal 
symmetry of the quantum free-fall particle, which is isomor-
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phic with the Lie algebra eff(n) given by (2.16) for the classi­
cal system. 

In order to get a symmetry group for the quantum sys­
tem, we follow Moshinsky and Quesne,7 and Wolf.8 Suppose 
we are given the transformation (2.5). If x and P are regarded 
as operators in the quantum system, Eq. (2.5) will be thought 
of as an inhomogeneous linear transformation of the opera­
tors x and p. However, from the viewpoint of group repre­
sentation, we should consider that Eq. (2.5) is the action of 
the inverse of the matrix in (2.5) on the operators x andp. We 
assume that this transformation is induced by a unitary oper­
ator W in the space of wave functions, so that we have 

WC)W-1=(A M~)C)+g(_~J. (3.2) 

It should be noted that Eq. (3.2) is invariant if Wis replaced 
by aW, a being a complex number with lal = 1, so that Eq. 
(3.2) determines Wupto a factor a. We now assume that Wis 
given by the integral transform 

Wf(x) = f C(x,s}f(s)ds, (3.3) 

where ds = dSI···dSn • Writing out the identities 
Wxf = Wx W -I Wf and Wpf = Wp W -I Wf by using (3.2) 
and (3.3) under a suitable boundary condition at infinity, we 
obtain sufficient conditions for the kernel C (x,S ) to define the 
integral transform desired, 

sC (x,S) = (AX + ~ MA ~ + gu)c (x,S), 
I ax 

(3.4) 

- ~ ~ C (x,S) = (~A ~ - gMk)C (x,S). 
I as I ax 

Equations (3.4) allow us to express C (x,s) in the form 

C (x,s) = c exp[(i/2)( (x,Qx) + 2 (x,SS ) 

+ (S,PS) + 2(a,x) + 2(b,S) )], (3.5) 

where c is a complex constant, P, Q, and S are real constant 
matrices, and a and b are real constant vectors. Integral ker­
nels of this form were discussed in Refs. 9-11. Substitution of 
(3.5) into (3.4) yields 

(A + MAQ)X + (MAS - /)S + MAa + gu = 0, 

(3.6) 
(AQ+ST)x + (AS+P)S+Aa +b -gMk =0. 

With the assumption that det M #0, we get 

Q= -A -1M- lA, S=A -1M-I, P= _M-I, 

a = -gA -IM-Iu, b =gMk +gM-Iu. (3.7) 

Then, after calculation, C (x,s ) takes the form 

c exp[ - (i/2)«(s -Ax,M-I(S -Ax) 

+ ig(s - Ax,M -IU) + ig(s,Mk )]. (3.8) 

The constant c is determined, up to a constant factor of 
absolute value 1, by the unitary condition 

f C(1J,x)* C (1J,S )d1J = o(x - S), (3.9) 

where the superscript asterisk (*) indicates the complex con­
jugate. If we introduce 1j = A1J and C (77,S) = C (1J,S), Eq. 
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(3.9) is put, on account of det A = 1, into 

J C (?j,x)* C (?j,g )d?j = 8(x - g). 

It follows from (3.8) and (3.10) that 

(3.10) 

C = a(21T) - n12ldet M 1- 1
/

2
, with lal = 1. (3.11) 

Thus we have found the kernel C (x,g ) within a constant fac­
tor a of absolute value 1. In the literature the constant a is 
undetermined or set equal to 1, and hence the transform (3.3) 
is a ray representation. Wolfs gained insight into the con­
stant a in the case of n = 1. We will soon consider how to 
determine it. 

However, we notice that the integral transform with a 
undetermined allows of the inversion formula on the space of 
rapidly decreasing functions, 

fix) = J d1J C(1J,X)*J C(1J,g)f(g)dg. (3.12) 

This can be verified by the use of the Fourier integral 
theorem. 

We next consider the case where M = 0 and u = o. 
Then Eq. (3.2) turns into 

(3.13) 

Here we have used T in place of W. Clearly, Eq. (3.13) is 
satisfied by the unitary operator T defined by 

Tf(x) = flAx). (3.14) 

Let Wo be the integral transform (3.3) with A = I, so 
that the kernel is denoted by C (x,g). Then we have a decom­
position of W, W = TWo, or 

Wf(x) = J C(Ax,g)f(g)dg. (3.15) 

The decomposition W = TWo corresponds to the inverse 
matrix relation of (2.7). 

To study a symmetry group for the quantum free-fall 
particle, we have to determine the constant a in (3.11) in 
terms of the parameters A, M, and u. To simplify computa­
tion, we restrict ourselves to the case of n = 2. Then, for 
FFr (2), det M does not vanish unless s = t = 0, as was al­
ready pointed out, so that we can get the integral kernel 
C(x,g )uptoathroughthecalculations(3.4)-(3.11)forn = 2. 

Since Eq. (3.2) can determine the unitary operator W 
only within a complex number a, we need another condition 
for a. A reasonable condition is that W should tend to the 
identity as the transformation in the right-hand side of (3.2) 
tends to the identity, though in what way we bring the trans­
formation to the identity is still an open problem. However, 
for a one-parameter group of transformations we have no 
problem, and therefore we can actually determine a under 
the condition just stated. Because of this fact, we see that if 
one can decompose any element of a group G into a product 
of one-parameter subgroups, then one can obtain a unitary 
representation of G or of its extension by putting together 
unitary representations of the one-parameter subgroups of 
G. For FF' (2) we can carry out this recipe, as FFr (2) has the 
decomposition (2.18). 

Let F"" A = 1,2,3, be quantum observables formed 
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from (2.20). Their commutation relations come from (3.1) to 
be 

[FI.F2] = - 2iP3, [FI,F3] = 0, [F2.F3] = ilf, (3.16) 

which describe the infinitesimal symmetry eff r (2) of the 
quantum free-fall particle for n = 2. Exponentiating this Lie 
algebra will yield the symmetry group EFF r (2) for the quan­
tum system. 

We denote by W'" (t ) the one-parameter group of unitary 
operators corresponding to exp tX",. It is plausible that the 
infinitesimal operator of WA. (t) is iF"" since exp itF", (if it 
exists) induces the same action on the operators x and p as 
that of W'" (t) which is given by (3.2) with entries correspond­
ing to exp tX A.. In fact, we can prove the relation 

exp itFA. C)exp( - itFA.) = (I t~"') C) + g ( :~)eJ 
(3.17) 

by showing that the both sides of (3.17) satisfy the same dif­
ferential equation in t, where 

MI = ( I _ J. M2 = C I), M3 = 0, 

ul(t) = u2(t) = -~t2e2' u3(t) = tel. (3.18) 

We start with WI(t). The one-parameter subgroup 
exp tXI of the classical symmetry group FFr(2) is given by 
setting A = I, M = tMI, and u = - ~ t 2 e2 [see (2.17) and 
(2.18) with r = s = 0]. Since det tMI #0 for t #0, Eq. (3.8) 
gives 

CI(t;x,g) = cl(t )exp[ - (i/2)(g - x,( 1/t )M1(g - x) 

- i(tg/2)(g + x,e2)], (3.19) 

where we have denoted the integral kernel and the undeter­
mined factor by CI(t;x,g) and cl(t), respectively, in order to 
indicate explicitly their dependence on the parameter t. 

We turn to the factor CI (t ). Since the infinitesimal gener­
ator of WI(t) is supposed to be iF!> the kernel CI(t;x,g) is 
required, as a function of t and x, to satisfy 

(3.20) 

Working out the both sides of (3.20) yields the differential 
equation for cl(t) 

_I_dcl(t) = _ ilf t2_~. (3.21) 
cl(t) dt 8 t 

An easy calculation gives with an integration constant r 
cl(t) = rlt I-I exp( - ilf t 3/24). (3.22) 

The constant r is to be determined under the condition that 

(3.23) 

because WI(O) must be the identity. For this purpose it suf­
fices that 

J CI(t;x,g )dg-+l as t-+O. (3.24) 

After a calculation we obtain 

J [ -ilf t
3 

] CI(t;x,g )dg = r21T exp 6 - igt (x,e2) . 

(3.25) 
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Thus we have r = (21T)-I, therefore 

cl(t) = (21Tlt I)-I exp( - ig'2 t 3/24). (3.26) 

As a result, from (3.26) and (3.11) with n = 2 and M = tMI, 
we know that a is determined to be exp( - ig'2 t 3/24). 

The integral transform with the kernel CI(t;x,S) given 
by (3.19) and (3.26) is an isometry on the space of rapidly 
decreasing functions and can be extended to a unitary trans­
formation on L 2(H2). This is quite analogous to the Plan­
cherel theorem on the Fourier transform. 

Theorem 3.1: The one-parameter group of unitary oper­
ators WI(t) = exp itFI is expressed in the form of the integral 
transform whose kernel is given by (3.19) and (3.26). 

We proceed to W2(S). As in the case of WI(t ), the integral 
kernel for Wz(s) is obtained, up to a factor cz(s), from (3.8) by 
setting A = I, M = sMz, and u = -! S2 ez, 

Cz(s;x,S) = cz(s)exp[ - (i/2) (5 - x,(l/s)Mz(s - x) 

+ i(gs/2)(s + x,el )]. (3.27) 

The factor cz(s) is determined under the conditions 

(3.28) 

(3.29) 

We here give the result without writing down the calculation 
for cz(s), 

cz(s) = (21Tlsl)-I. (3.30) 

Thus we have, like Theorem 3.1, the following theorem. 
Theorem 3.2: The one-parameter group of unitary oper­

ators Wz(s) = exp iSFz is given by the integral transform that 
has the kernel (3.27) with (3.30). 

Now we are left with W3(r). Since the one-parameter 
subgroup exp r X3 acts as a translation, we have the following 
theorem. 

Theorem 3.3: The operator W3(r) = exp irF3 is mani­
festly expressed in the form 

W3(r)f(x) =f(x + rge l). (3.31) 

So far we have obtained the one-parameter groups of 
unitary operators Wdt,d = exp it;..F;..,1i = 1,2,3, which cor­
respond to the classical one-parameter symmetry groups 
exp t;..X;.., where (t;..) =(t,s,r). We now make the ~ttempt to 
get a quantum symmetry group by putting exp it;.. F;.. togeth­
er. We recall here that the quantum symmetry algebra 
effr(2) formed by F;.., Ii = 1,2,3, and a constant is a central 
extension of the classical one ff r (2) formed by X;.., Ii = 1,2,3 
[compare (2.19) and (3.16)]. We may therefore deduce that 
the quantum symmetry group EFFr (2) is a central extension 
of the classical one FF' (2). To think of the extension, we refer 
to the Baker-Campbell-Hausdorffformula, IZ 

expFexpH = exp(F +H + UF,H] + -b[F,[F,H]] 

+ -bUF,H],H] + ... ). (3.32) 

In contrast with the decomposition (2.18) for the classical 
symmetry group, we have by using (3.32) the decomposition 

exp itFI exp isF2 exp i(r - st )F3 

= exp ig'2( - !sr + jsZ t )exp i(tFI + sFz + rF3)' (3.33) 

This is to be compared with (2.18) in which t, s, and rare 
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replaced by - t, - s, and - r, respectively. The factor 
exp ig'2( - ¥r + j~ t ) is in the group U( 1) and commutes with 
any unitary operators. Thus the quantum symmetry group 
will lead up to a central extension of the classical symmetry 
group by U(l). 

Equation (3.33) will define exp i(tFI + sFz + rF3)' since 
the left-hand side of p.33) is c!.efined by suc~essive applica­
tions of exp i(r - st )F3, exp isFz, and exp itFI. We start by 
composing two of exp it;..F;.., Ii = 1,2,3. The following 
lemma is applied for obtaining the integral kernel for the 
composition of two integral transforms. 

Lemma 3.4: For a nonsingular real symmetric matrix B 
one has 

J exp( ~ (s,Bs) + i(s,1]) )ds 
= (21Tr/2 IdetB 1- 1

/
2 exp(i1TsgnB 14) 

xexp{ - (iI2)(1],B -11]»), (3.34) 

where sgn B is the number of positive eigenvalues minus the 
number of negative eigenvalues of B. 

By successive applications of exp iSFz and exp itFI to a 
rapidly decreasing functionfand by exchanging the order of 
integration, we see that the integral kernel for exp itFI 
X exp iSFz is given by 

C(s,t;x,;) = J CI(t;x,S)Cz(s;s,;)ds· (3.35) 

By writing out the integrand in the right-hand side of (3.35) 
by the use of (3.34) with B = - (MIlt + MzIs) and 
1] = Mlxlt + M~ Is + ~(sel - tez), we obtain 

C (s,t;x,;) = c(s,t )exp [ - ~ (5 - x,(~ ~ t zMI 

(3.36) 

with 
c(s,t) = (21T)-1(~ + tZ)-I/Z 

xexp(iL (_ t 3 + 3s
z 
t~~ -z3t

2
))). 

24 s + t 
According to Eq. (3.33) with r = st, we can define 
exp i(tFI + sFz + stF3) to be 

exp i(tFI + SF2 + stF3)!(x) 

= exp( - ig'2sz t 16)exp itFI exp iSFz 

( 
ig'2sz t) J = exp - 6 C (s,t;x,S )f(s )ds, (3.37) 

where the kernel is given by (3.36). On the other hand, Eqs. 
(3.8) and (3.11) with A = I, M = tMI + sM2, and 
u = stel - !(t z + sZ)e2 also give (3.36) without the exponen­
tial factor i!l c(s,t). Thus

A 

we have checked the consistency 
that exp i(tFI + sF2 + stF3) is expressed in the form of the 
integral transform which corresponds to 
exp(tXI + sXz + stX3)· 
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The rem8.J.mng operators exp i(tF! + rF3) and 
exp i(sF2 + rF3) are easy to define. For example, we pick up 
exp i(sF2 + rF3)' By Theorems 3.2 and 3.3 and by introduc­
ing new variables t = s + gre!, we have 

exp isF2 exp irF3f(x) = J C2(s;x,t - gre!)f(t )dt. 

(3.38) 

Therefore we can define exp i(sF2 + rF3) to be 

exp i(sF2 + rF3)f(x) 

= exp(igZ srl2)exp isF2 exp irF3f(x) 

( 
ig2 sr) J - - -= exp -2 - C2(s;x,s - gre!)f(s Ids· (3.39) 

Written out, the kernel C2(s;x,t - greIl is shown to be also 
obtained from (3.8) and (3.11) with A = I, M = sM2, and 
u = rei - !gS2 e2 witpin a ~ctor of absolute value 1. There­
fore, the exp i(sF2 + rF3) defined corresponds to 
exp(sX2 + rX3) actually. The same method is applicable for 
defining exp i(tF! + rF3)' 

We are now in a position to define exp ifF! + SF2 + rF3) 
according to (3.33). Since the operator exp i(r - St)F3 means 
a translation of the independent variables and since the oper­
ator exp itF! exp isF2 is expressed in the form ofthe integral 
transform with the kernel (3.36), we can define 
exp i(tF! + SF2 + rF3) from (3.33) to be 

exp i(tF! + SF2 + rF3)f(x) 

= exp(igZ(!Sr - js2 t )) 

X J C (s,t;x,t - g(r - st )e Il fIg )dg. (3.40) 

Writing out the right-hand side of (3.40) yields the integral 
kernel for exp i(tF! + SF2 + rF3), 

[ i (- 1 -) c(r ,s,t )exp - - S - X, 2 2(tM! + sM2)(s - x) 
2 s + t 

.(( rt 1) (rs 1)) - 19 X, -2--2 - -s e! + -2--2 + -t e2 
s +t 2 s +t 2 

. (- (rt 1) (rs 1) )] +lg S, -2--2 +-s e! + -2--2 --t e , 
s +t 2 s +t 2 

(3.41) 
with 

() 1 (,...z( 1 2 2 1 3 
C r,s t = exp liS -sr - -s t - -t 

, 21T{r + t 2)!/2 2 3 24 

+ r t (S2 - 3t 2) _ (r - st )(rt + 2st 2 + ~) )). 
8(r + t 2

) 2(r + t 2
) 

We can easily verify that Eq. (3.41) is derived, up to a factor 
of absolute value 1, also from (3.8) and (3.11) with A = I, 
M = tM! + sM2, and u = rei - Mr + t 2)e~ so ~hat ~q. 
(3.40) with (3.41) is shown to define exp i(tF! + SF2 + rF3) 
corresponding to exp(tX! + sX2 + rX3)' We remark here 
that the exponential factor appearing in c(r,s,t) is what we 
wanted to know, which cannot be determined by Eqs. (3.2) 
and (3.9) only. 

Along with the commutation relations (3.16) the Ba­
ker-Campbell-Hausdorffformuia gives rise to the composi­
tion law for exp il:.tAFA' from which we can see that the 
quantum symmetry group is a central extension of the classi-
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cal symmetry group. Thus we have the following theorem. 
Theorem 3.5: For a free-fall particle of dimension 2, the 

quantum symmetry group corresponding to the classical 
symmetry group exp(tX! + sX2 + rX3) given by (2.17) is a 
central extension of the latter. Its action on the space of wave 
functions L 2(R2) is described by the unitary operator 
ei9 exp iltF! + SF2 + rF3), where ei9 is a multiplication oper­
ator and exp i(tF! + SF2 + rF3) is expressed in the form of the 
integral transform with the kernel given by (3.41). 

IV. CONCLUDING REMARKS 

In the preceding section we have not discussed the uni­
tary operator generated by the Hamiltonian 

H = !/Pi + p~) + gx2 • (4.1) 

However, to accomplish the quantum symmetry theory for a 
free-fall particle, we are to discuss the unitary operator 
exp itH. Since the classical Hamiltonian flows are given by 
(2.5) with A = I, M = tI, and u = -!t 2 e2 (k = e2 ), the inte­
gralkernelK (t,x,s )forexp itHisobtained, up to a factork (t), 
from (3.8), 

K (t;x,s) = k (t )exp[ - (i/2)(s - x,(l/t)(s - x) 

+ i(gt 12)(s + x,e2)]. (4.2) 

The factor k (t) is determined under the conditions 

a .~ 
-K (t;x,s) = iRK (t;x,s), (4.3) at 
K (t;x,s )-o(x - s ) as t-D. (4.4) 

Equation (4.3) gives a differential equation for k (t) and Eq. 
(4.4) is used to evaluate the integration constant for k (t ). 
After a straightforward calculation we obtain 

k (t ) = (21T1 t I)-! exp(i1T sgn t /2)exp(ig2 t 3/24), (4.5) 

where sgn t denotes the signum of t. Thus we have obtained 
exp itH in the form of integral transform. The operator 
exp( - itH) gives the solutions to the Schrodinger equation 
for the free-fall particle. 

In conclusion we make a mention of an implication of 
[X2,x3] = 0 and [F2.F2] = igZ. In contrast with the commu­
tator 

exp( - sX2)exp( - rX3)exp sX2 exp rX3 = id (4.6) 

for the classical system, we have for the quantum system the 
commutator 

exp( - isF2)exp( - irF3)exp SF2 exp rF3 = e - ig'sr. (4.7) 

Hence, if a particle in the classical system is subject to the 
transformation (4.6), it comes back to the original state. 
However, its quantum state becomes, according to (4.7), 

¢---+e - ig'sr ¢. (4.8) 

The gauge transformation (4.8), of course, does not affect the 
quantum system. We conclude the remark by saying that for 
the Galilei group the analogous equations to (4.6) and (4.7) 
lead to a superselection rule for mass. 
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Can the fields r/J and 11' of a representation of the CCR's be written as r/J = 11\I1{ r/JI X 1 + 1 ® r/J2) 
and similarly for 11', such that r/Jj and 11'j satisfy the CCR's? What are the possible r/Jj 's and 11'j 's? This 
is equivalent to a factorization of the corresponding generating functionals (scaled by 11\11). 
Generalizing this question somewhat we show a noncommutative analog of Cramer's theorem of 
probability theory. If r/J and 11' are Fock fields then so are r/Jj, 11';0 i = 1,2; similarly for quasifree 
representations of the CCR's. As an application we show that the fields of a representation of the 
CCR's whose generating functional differs from a Pock functional by a phase factor only are just 
shifted Fock fields. 

I. INTRODUCTION AND MAIN RESULT 

A representation of the canonical commutation rela­
tionsl (CCR's) with cyclic vector n can be characterized by 
its generating or expectation functional 

E (f,g) = (n,exp i{r/J (f) + 1T{g)}n ) 

=(n,u(f,g)n), j,gEr, (Ll) 
where, without loss of generality,2 r can be taken as a real 
pre-Hilbert space with scalar product (-,.). In ordinary quan­
tum mechanics r = R n, while in quantum field theory one 
usually has r C L 2(R 3). The fields r/J and 11' satisfy on a suit­
able domain3 

[r/J (f),1T{g)] = i(f,g) (1.2) 

and zero otherwise. Here n need not be in the domain of the 
field operators. 

The generating functional for a general Fock represen­
tation can be derived from the standard functional 

(1.3) 

by a Bogoliubov transformation.4 This is an invertible map 
on rEB r giving rise to 

r/J '(f) = r/J (a/) + 1T{ {3/), 
(1.4) 

11"( g) = r/J (yg) + 11'(8g), 

which leaves the CCR's invariant. See also Eqs. (2.5) and 
(2.6) below. 

The Fock representation belonging to EF in Eq. (1.3) is 
characterized by the existence of annihilation operators: 

{r/JF(/) + i11'F (f)}n = 0, IEr. (1.5) 

Recently, Ruijsenaars5 raised the following question. 
What is the form of a generating functional E(/,g) which 
differs from a Fock functional by a phase factor exp {iAJ,g} 
only? He conjectured that the corresponding fields r/J and 11' 
were just Fock fields, possibly shifted by c-numbers (A1,J) 
and (A2,g), respectively, whereA 1,A2 arelinearfunctionals on 
r. This would result in a "shifted Fock functional" with 
phase factor exp i{ (A I' I) + (A2 ,g) ) . 

This question, which will be answered in the affirma­
tive, is a special case of the following. It is well known that 

the tensor product of two representations of a group is again 
a representation, where the corresponding generating func­
tionals multiply. This can be carried over to the CCR's; how­
ever, in order to retain the commutation relations one needs 
some form ofrenormalization. We note the following simple 
fact; here' denotes transpose, (j,ag) = (a1,g). 

Lemma: Let EI and E2 be generating functionals for 
representations of the CCR's with fields r/J;o 11'j and cyclic 
vectorsnl,n2. Letaj,{3;o Yj' 8;0 i = 1,2, be operators on r. 
Then 

r/J(f): = {r/JI(aJ) + 11'1({3J)}® I 

+ I ® {r/J2(a2/) + 11'2( {32/)}, 

(1.6) 
11'(g): = {r/JI(Ylg) + 11'I!8lg)} ® 1 

+ 1 ® {r/J2(Yzg) + 11'2(8zg)} 

is a representation of the CCR's and the curly brackets do 
not vanish for j, g =/= 0 iff 

2 (a' 
j~1 \t3; 1) (aj 

{3j) = ( 0 
o Yj 8j - 1 ~) 

(1.7a) 

{3,)-1 8; exists, i = 1,2. (1.7b) 

The generating functional for the new representation-re­
stricted to the subspace generated by the Weyl operators 
U (/,g) applied to n 1 ® n 2-is given by 

2 

E(/,g) = IT Ej(aJ+yjg,/3J+8jg). (1.8) 
j=\ 

Conversely, let E, E 1, E2, a p ••• , 8j be given such that Eqs. 
(1. 7) and (1.8) hold. Then r/J, 11' can be written in the form of 
Eq. (1.6). 

The proof is evident. Equation (1.7a) is most easily seen 
in the notation of Eq. (2.8) below. Similarly for Eq. (1.7b), 
where the CCR's imply that r/Jj(/) + 11'j(g) =/=0 unless/=g 
=0. 

Definition: A generating functional E j (I ,g) appearing in 
a decomposition of the above form is called a factor of E (f ,g). 
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Definition: A cyclic representation of the CCR's is qua­
sifree6 if the generating functional is an exponential ofbilin­
ear and linear forms inf and g ("quasifree functional"). 

Theorem: Any factor of a Fock functional is a (shifted) 
Fock functional. Any factor of a quasifree generating func­
tional is quasifree. 

As a corollary we can answer the question of Ruijsen­
aars. 

Corollary: If a generating functional E (f,g) differs only 
by a phase factor from a Fock functional, it is just a shift of 
this Fock functional. 

Proof: By Eq. (1.1), E(f,g) is also a generating func­
tional, being obtained by f-+ - f, g-+ - g. Then 

E(f/{l,g/{l) E(f/{l,g/{l) 

is the Fock functional, and the Theorem applies. Q. E. D. 
The above theorem will be proved in full generality in 

Sec. II. But since the generality obscures the extraordinary 
simplicity of the underlying idea we will consider here a spe­
cial Fock case, namely 

EF(f,g) = E 1(f /{l,g/{l)E2(f /{l,g/{l). 

Then tPF' 1TF can be decomposed as in Eq. (1.6). It is easy to 
see that 111 and 112 are in the domain of the corresponding 
field operators (see Lemma 2.1 below). Hence, by a shift, one 
can assume their one-point functions to vanish. The annihil­
ation property, Eq. (1.5), now reads 

{tPl(f) + i1T1(f)}111 ® 112 + 111 ® {tP2(f) + 1T2(f)}112 = 0. 

Squaring this, the mixed terms vanish and we get 

lI{tPj(f) + i1Tj(f)}l1j Il 2 = 0, j = 1,2. 

So E 1, E2 have annihilation operators and are thus Fock 
functionals! 

Remark 1: The theorem can be viewed as a noncommu­
tative analog of Cramer's Theorem7 in probability theory. 
This states that if a normal random variable S is the sum of 
independent random variables SI and S2 then SI and S2 are 
also normal (or degenerate). Equivalently, if a Gaussian posi­
tive-definite function is a product of two positive-definite 
functions, then the latter are also Gaussian. 

Remark 2: The theorem can be carried over to com­
pletely general fields, without CCR's and without space­
time symmetries. We call a field Gaussian if all its truncated 
n-point functions vanish for n > 2. It will be shown else­
where8 that if A is Gaussian and 

A = Al ® 1 + 1 ®A2, 

then both A 1 and A2 are Gaussian, too. 
Remark 3: For non-Gaussian fields a general decompo­

sition into prime fields and infinitely divisible fields was ob­
tained by the author some time ago.9 

II. PROOF OF THE THEOREM 

We first show that 111 and 112 are in the domain of any 
power of a field operator. 

Lemma 2.1: Let A 1 and A2 be self-adjoint operators in 
Hilbert spaces Kl and K 2 • Let 

A:=A1®1+1®A2· 
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If 0:f111 ®112elPexp{±tA} for some t>O, then 11; 
elP exp{t IA,I}' i = 1, 2. 

Proof: With the spectral measures of A l' A2 we can write 
in self-evident notation 

lie ± tAI11 ® 112112 = f dpl (x1)dp2 (x2)e ± 2t(x, + x2 ) < 00. 

By Fubini's theorem the integrals over x h X2 exist separately. 
Since 

f dP;(X)e2tlxl= r dp;e2tx + r dp;e- 2tx, 
Jx;;.o Jx<o 

one obtains the statement. Q. E. D. 
We now tum to the Fock part of the theorem and first 

formalize our basic observation on annihilation operators. 
Lemma 2.2: Let a1 and a2 be operators in Hilbert spaces 

Kl and K 2. Let O:fl1 j elP a, and let 

(tP; ,a; 11; ) = 0, i= 1,2. (2.1) 

If 

{a1 ® 1 + 1 ®a2}111 ®112 = 0, (2.2) 

then 

a;l1; = 0, i= 1,2. (2.3) 

Proof: We square Eq. (2.2). The mixed terms vanish by 
Eq. (2.1), and we get lIa;I1;1I2 = 0. Q. E. D. 

In analogy to Segal's formulationlO of the CCR's we 
introduce the following notation: 

(2.4) 

(
a. 

K;= y: 
By Eq. (1.7b), each K j is invertible. 

The CCR's now read 

[tP(h1),tP(h2)] = i(h1,Jh2)· (2.5) 

If T is an invertible operator on 'Y $ 'Y, the field 

tPr(h): = tP (Th) 

satisfies the CCR's iff T is symplectic, i.e., iff 

TtJT=J, (2.6) 

which characterizes a Bogoliubov transformation. 
Equation (1.6) now reads 

tP (h) = tPl(Klh) ® 1 + 1 ® tP2(K2h). (2.7) 

The CCR's imply Eq. (1.7a), which reads 

K~JKl + KVK2 =J. (2.8) 

Without loss of generality we can assume that we have a 
Fock functional as in Eq. (1.3), since a Bogoliubov transfor­
mation does not alter the factorization properties. In view of 
Lemma 2.1 we can also assume 
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The annihilation property, Eq. (1.5), reads 

{tP (h) - itP (Jh)}11 = O. 

Equation (2.7) and Lemma 2.2 thus imply, forj = 1,2, 

(2.9) 

{tPj(Kjh) - itPj (KjJh)}l1j = O. (2.10) 

Lemma 2.3: Forj = 1,2, 

~: = KjJtKjJ> 0 

and 

J~=~J. 

The operator 

(2.11) 

(2.12) 

T.: = KS .- )12 (2.13) 
J J J 

is symplectic. 
Proof Squaring Eq. (2.10) for h#O and using the CCR's 

(in their weak form on matrix elements) we obtain 

II tPj (Kjh)flj 112 + II tPj (KjJh)IJj 112 = - (Kjh,JKjJh). 

For h#O, each term on the Ihs is nonzero by the CCR's, 
since Kjh#O. SinceP = -J, Eq. (2.11) follows. 

This implies S; = Sj and thus 

SJ = S jJ = PK jJ~J = JSj , 

proving Eq. (2.12). Using 1 = PJ, we obtain 

T~JT. = S .- )12S1S .- 112 
J J J J J 

= S .- 1I2S1S .-112 
J J J 

=J 

by commutativity. Q. E. D. 
In Eq. (2.10) we now replace h by Sj- 1I2h. With Eq. 

(2.12) we then have 

{tPj (1jh) - itPj (1jJh)}l1j = 0, (2.14) 

with 1j symplectic. Hence tPj is a Bogoliubov transform of 
A _) 

tPj(h): = tPj(Tj h), 

which satisfies 

{~j(h) - itPj (Jh)}l1j = O. 

Thus tPj is a Fock representation by the remark before Eq. 
(1.5). This proves the Fock part of the theorem. 

To prove the quasifree part of the theorem we use Cra­
mer's theorem mentioned in Remark 1 of Sec. I. By Lemma 
2.1 we can again assume that all one-point functions vanish. 
A quasifree generating functional is then of the form 

E(h): = (l1,e;<I>(h)n) = exp{ - (l1,tP(h)211 )/2}, (2.15) 

as seen by differentiation. Now let h be fixed and tER.. Equa­
tion (1.8) reads for E(thl 

E (t h) = E)(tK)h)E2(tK2h). (2.16) 

The factors on the rhs are positive-definite functions of t, and 
the Ihs is a Gaussian by Eq. (2.15). Hence, by Cramer's 
theorem, 

E (K h) -c,t'12 • 12 
it; =e ,1=,. 

As in Eq. (2.15), the constants c; are the "moments" 

C; = (njJtP;(K;h)211;). 

(2.17) 

(2.18) 

Replacing h by K ;- )h yields the statement. Q.E.D. 
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III. DISCUSSION 

Cramer's theorem is a highly nontrivial result. It was 
first conjectured by Levy and then proved by Cramer by 
Hadamard's factorization theorem for entire function, a 
rather deep result. The first part of our proof-based on 
annihilation operators-suggests trying a "quantum me­
chanical" proof of Cramer's theorem. 

The quasifree part of our theorem may in principle be 
used to prove the Fock part. But it is easier to prove it direct­
ly, as we do, without recourse to Cramer's theorem. 

We point out that the quasifree part holds also true 
without condition Eq. (1.7a)-invariance of the CCR's-as 
is apparent from the proof. For the Fock part, however, this 
condition is needed. This is seen from the following. 

Example: 

¢) = ¢F ® 1+ 1 ®.j2 ¢F' 

1T) = 1TF ®I1F, 

11) = I1F ®l1p. 

This is a non-Fock reducible representation of the CCR's 
and 

E)(f,g) = EF(f,g)e -llfll'12. 

With ¢2(f) = 1T)(f), 1T2(g) = - ¢)(g) we have 

E 2(f,g) = E)Ig,J) 

and 

Ep(f,g) = E)(f /2,g/2)E2(f /2,g/2). 

In this case, however, Eq. (1.7a) is violated. 
Condition Eq. (1.7a) insures that a factorization of the 

generating function corresponds to a decomposition of the 
fields. The invertibility condition Eq. (1.7b) insures that the 
decomposition is notjustOa splitting of r into disjoint sub­
spaces. 
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The eigenvalues and degeneracies of the covariant Laplacian acting on symmetric tensors of rank 
m<,.2 defined on n-spheres with n>3 are given. 

I. INTRODUCTION 

In a previous paperl we computed the eigenvalues and 
degeneracies associated with the action of the Laplacian on 
symmetric transverse traceless tensors of rank m<,.2 defined 
on n-dimensional spheres S", n>3. Here we make use of 
these results to obtain the eigenvalues and degeneracies asso­
ciated with non transverse tensors, and present a table of the 
complete eigenspectrum of the S" Laplacian on symmetric­
tensor fields up to rank two. Knowledge of this spectrum is 
important for quantum-gravitational computations2

,3 in Ka­
luza-Klein theories. 

II. NONTRANSVERSE VECTORS 

On a compact, simply connected manifold without 
boundary, such as the n-sphere, an arbitrary vector field Va 
may be written in a unique manner as the sum of two other 
vector fields4: 

Va = Ta +La, 

where Ta is transverse, 

vaTa =0, 

(2.1) 

(2.2) 

the "longitudinal" vector field La is the gradient of a scalar 
field S, 

La = VaS, (2.3) 

and Ta is orthogonal to La in that 

J d nxgl/2 ~bTaLb = O. (2.4) 

(Va is the covariant derivative operator on S" .) 

The spectrum of VUV a acting on transverse vectors has 
been computed in Ref. 1 (see Table I). Keeping in mind the 
well-known spectrum of VaVa acting on scalars on S n, we 
can easily obtain the spectrum of VUV a acting on longitudi· 
na1 vectors on sn using Eq. (2.3). 

Define 

L~) = Va TIl) = aa TIl), 1= 1,2 ... , (2.5) 

where Til) is a scalar harmonic (see Table I). Since the TII)'s 
form a complete set of scalar functions, the L ~ )'s defined in 
(2.5) will span the space of longitudinal vectors (2.3). Fur­
thermore, the L ~J's form a complete (rather than overcom­
p1ete) set of longitudinal vectors, since L ~)'s constructed 
from orthogonal TII)'s will themselves be orthogonal: 

J d nx gl/2 ~~ a TII)V b T '11 ') 

= J d nx gl/2 ~b aa TIl) abT,II') 

= - JdnXTIl)aa(g1/2~babT"I')) 

= - Jd nX g1 /2 TII)VUVaT'II') 

= /'(/' +rn - 1) J dnx gl/2 TII)T,II'). (2.6) 

Integration by parts shows that every L ~) is orthogonal to 
every T~). In addition, it is clear that none oftheL ~)'s will be 
identically zero: L~) = aa TIl) = 0 would imply 
Til) = const. But the only constant Til) is TIO) [see Eq. (2.2), 
Ref. 1], and that one has already been excluded. 

To show that the L ~)'s are eigenfunctions ofVUVa, we 
make use of the commutation relation5 (or covariant deriva­
tives acting on vectors, 

- - - - d (Va Vc - Vc Va)Vb = Vd R bac (2.7) 

and the relation5 between the metric and Riemann tensors 
on an n-sphere of radius r, 

Rabed = (l/r)[gbcgad - gacgbd ]. (2.8) 

Employing (2.5), (2.7), and (2.8), we obtain 

VUVaL~) = - ([/(1 + n - 1) - (n -l)]/r)L ~), 1=1,2 .... 
(2.9) 

The degeneracy of the I th eigenvalue in (2.9) is the same as 
the degeneracy of the I th scalar eigenvalue (see Table I). 

III. NONTRANSVERSE TENSORS 

A unique decomposition,4 analogous to (2.1) for vec­
tors, exists as well for rank-two symmetric tensor fields Hab 
onSn: 

Hab = Tab + (l/n)gabH~ +Lab' (3.1) 

Tab is symmetric, transverse, and traceless: 

T[ab 1 = VOTab = Ta a = O. (3.2) 

The longitudinal traceless part Lab can always be written in 
the following manner: 

(3.3) 
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TABLE I. Spectrum ofV"V. onS' of radius racting on scalars, vectors, and rank-two symmetric tensors. 

Eigenfunction Eigenvalue Degeneracy 

Scalars,S: 
TIl) 1(/+n-l) 

r 
D (n 0) = (21 + n - 1)(/ + n - 2)1 

I , II(n -1)1 ' 
1= 0, I, ... 

Vectors, V. 

T~I;V·T~I = 0 1(/+n-I)-1 D(n 1)= 1(/+n-I)(2/+n-I)(/+n-3)! 
r I , (n _ 2)1(1 + I)! ' 

1= 1,2, ... 

_ 1(1 + n - ~ - (n - I) DI(n, O) 1= 1,2, ... 

Symmetric Tensors, H.b 

T~~;V·T~~ = rT~~ = TYJb ) = 0 
1(1 + n - I) - 2 D (n 2) = (n + I)(n - 2)(1 + n)(/- 1)(2/ + n - 1)(/ + n - 3)1 

r I , 2(n - 1)!(1 + I)! 1=2,3, ... 

_ 1(1 + n - 1) - (n + 2) D ( 1) r In, 1=2,3, ... 

L ~~ = V.L ~I + V bL ~I - (2!n)g.b veL ~I 
L 

= 2V. V.TIII- (2/n)g •• veVeTl1) 

g •• TIl) 

1(/+n -1) -2n 
r 

1(/+n-l) 
r 

for some vector Vb' This vector, however, is not unique, 
since if any Vb satisfies (3.3) for a given Lab' the vector 
Vb + Cb will satisfy (3.3) with the same Lab provided Cb is a 
conformal Killing vector field, i.e., 

VaCb + VbCe - (2In)gab VTe = O. (3.4) 

Since we know that any vector can be written as a linear 
combination of transverse harmonics T~) (see Table I) and 
the longitudinal vector harmonics (2.5), we see that the space 
of longitudinal traceless tensor fields Lab is spanned by the 
following sets of "longitudinal-transverse" and "longitudi­
nal-longitudinal" tensor fields, respectively, 

L (I) = V T(I) + V T(I) ab a b b a 
T 

(3.5a) 

and 

L (I) = V L (I) + V L (I) - (2/n)g veL (I) ab a b b a ab c 
L 

= 2V V T(I) - (2/n)gab VCVe T(I). (3.5b) 
(a b) 

(We shall determine later those values of I for which these 
tensors are nonzero.) The commutation relation for covar­
iant derivatives on a rank-two tensor is 

(VaVb -VbValHed =HedReeab +HeeRedab' (3.6) 

After some straightforward manipulations using (3.6), 
we find that the tensors (3.5) are eigenfunctions ofVOVa, 

[I(/+n-l)-(n+2)]£l1) 
r T

bc (3.7a) 

and 

VOV £II) = _ [1(1 + n - 1) - 2n]L (I) (3.7b) 
a L be r L be' 

We now determine which of the longitudinal tensor 
harmonics (3.5) are identically zero. Consider first the longi-

tudinal transverse tensors (3.5a). If L ~6 = 0, then the corre­
T 

sponding T~) is a Killing vector field, 
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1=2,3, ... 

1=01, ... 

o = V T(I) + V T(I) a b b a' (3.8) 

so 

0= valVa T~) + Vb T~»). (3.9) 

Using (2.7), (3.9) becomes 

0= _ [1(1 + n - 1) - n] T~). 
r (3.10) 

Since T~) is not identically zero, I must equal 1. Thus, the 

nonzero L ~6's are those with 1 = 2,3, .... 
T 

Similarly, if a longitudinal-longitudinal tensor (3.5b) is 
zero, it arises from a longitudinal vector harmonic satisfying 
the conformal Killing equation, 

0= VaL~) + VbL~) - (2/n)gab VCL ~). (3.11) 

Taking the divergence of this equation and using (2.5) and 
(2.7), we find 

0= - [I(/+n-l)-nJ L~), (3.12) 
r 

so the nonzero L ~6 's also start at 1 = 2. 
L 

From Table I we note that the number of T~)'s is 
n(n + 1 )12, which is equal to the number oflinearly indepen­
dent Killing vector fields on the n-sphere. 5 We also see that 
the number of L ~ )'s is n + 1, which is the number of confor­
mal Killing vector fields on S n which are not also true Kill­
ing vector fields. 6

•
7 

Finally, we show that the longitudinal tensor harmon­
ics (3.5a) and (3.5b) are linearly independent, provided that 
the T~)'s and T(I),s from which they are constructed are 
linearly independent. Suppose not; then there exists at least 
one relation of the form 

LC(/,q)L~bq)+ LC(/,q)L~bq)=O, 
l.qT T l,qL L 

(3.13) 

where the C (I, q)'s and C (I, q)'s are constants not all of which 
T L 

are zero. The index "q" distinguishes between L ~6 's (L ~6 's) 
T L 
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constructed out of different T~)'s (L ~)'s) corresponding to 
the same I. Using the definitions (3.5a) and (3.5b), Eq. (3.13) 
becomes 

Va (rC(/, q)T~·q) + rC(/, q)L ~.q)) 
l,qT l,qL 

+ Vb(~C(/, q)T~,q) + rC(/, q)L ~,q)) 
~T l,qL 

- ~ab VC(~C(/, q)T~,q) + rC(/, q)L ~.q)) = O. 
n HT l,qL 

(3.14) 

Since the T~' q),s and L ~,q),s are linearly independent, the 
quantity in parentheses in (3.14) must be nonzero. Equation 
(3.14) then says that this quantity must be a conformal Kill­
ing vector field; but this is impossible, since, as we have 
shown, conformal Killing vector fields must be made out of 
T~' q),s and L ~,q),s with 1 = 1, and these are already excluded 
in the construction of the longitudinal harmonics. 

The results obtained in this papers and in Ref. 1 are 
summarized in Table I. 

ACKNOWLEDGMENTS 

We would like to thank Paul Townsend and James 
York for helpful discussions. 

Work was supported in part by the Robert A. We1ch 
Foundation, NSF PHY8304629 and NSF PHY8205717. 

67 J. Math. Phys., Vol. 26, No.1, January 1985 

1M. A. Rubin and C. R. Ord6iiez, J. Math. Phys. 25, 2888 (1984). All of our 
di1ferential-geometric conventions are the same as in this paper. 

2C. R. Ord6iiez and M. A. Rubin, "Graviton Dominance in Quantum Ka­
luza-Klein Theory," University of Texas Theory Group preprint. 

3A. Chodos and E. Myers, Ann. Phys. (N.Y.) 156, 412 (1984). 

·W. V. D. Hodge, Theory and Application of Harmonic Integrals (Cam­
bridge University, Cambridge, 1952); J. W. York, J. Math. Phys. 14,456 
(1973); S. M. Christensen and M. J. Duff, Nucl. Phys. B 170 [FSl], 480 
(1980); M. Christensen, M. J. Duff, G. W. Gibbons, and M. Roeek, "One­
Loop Effects in Supergravity with a Cosmological Constant" (unpub­
lished). 
's. Weinberg, Gravitation and Cosmology: Principles and Applications of the 
General Theory of Relativity (Wiley, New York, 1972). 

6K. Yano, Integral Formulas in Riemannian Geometry (Dekker, New York, 
1970); M. J. Duff, P. K. Townsend, and P. van Nieuwenhuizen, Phy. Lett. 
B 122, 232 (1983). 

7L. Castellani, R. D.'Auria, P. Fre, K. Pilch, and P. van Niewenhuizen, 
''The Complete Mass Spectrum on S7'" State University of New York at 
Stony Brook preprint. 

8 After obtaining our results we received a preprint (Ref. 3), which obtains by 
different means the same results. More recently, harmonic analysis of ten­
sor and spinor fields on general coset spaces has been studied by the authors 
of Ref. 7, as well as: R. D' Auria and P. Fre, "On the Fermion Mass-Spec­
trum of Kaluza-Klein Supergravity," State University of New York at 
Stony Brook preprint ITP-SB-83-57; L. Castellani, R. D' Auria, P. Fre, K. 
Pilch, and P. van Nieuwenhuizen, "Fermion Masses for the Englert Solu­
tion on the Round 7-Sphere" and "The Bosonic Mass Formula for 
Freund-Rubin solutions of d = II Supergravity on General Coset Mani­
folds," State University of New York at Stony Brook preprints ITP-SB-83-
60 and ITP-SB-83-61; K. Pilch and A. N. Schellekens, "Formulae for the 
Eigenvalues of the Laplacian on Tensor Harmonics on Symmetric Coset 
Spaces," State University of New York at Stony Brook preprint ITP-SB-
84-20. 

M. A. Rubin and C. R. OrdOnez 67 



                                                                                                                                    

Invariants for dissipative nonlinear systems by using rescaling 
Marc A. Feix8

) and H. Ralph Lewis 
Los Alamos National Laboratory, Center for Nonlinear Studies and CTR Division, Los Alamos, New Mexico 
87545 

(Received 5 January 1984; accepted for publication 28 June 1984) 

A rescaling transformation of space and time is introduced in the study of nonlinear dissipative 
systems that are described by a second-order differential equation with a friction term 
proportional to the velocity, fJ (I Iv. The transformation is of the form (x,1 )----+(s,O ), where 
x = SC(/) + a(t ),dO = dt IA 2(t). This rescaling is used to find each potential for which there exists 
an exact invariant quadratic in the velocity and to find the invariant. The invariants are found 
explicitly for a power-law potential, y(t )xm + 1/(m + 1), and an arbitrary coefficient of friction 
fJ (t ). We show in an example how the rescaling transformation can be chosen to give an asymptotic 
solution of the equation in cases where the exact invariant does not exist. For certain parameters, 
the asymptotic solution is a self-similar solution that is an attractor for all initial conditions. The 
technique of applying a rescaling transformation has been useful in other problems and may have 
additional practical applications. 

I. INTRODUCTION 

In recent years considerable work has been devoted to 
finding exact invariants for Hamiltonian systems. One-di­
mensional systems have received the most attention (cf., for 
example, Refs. 1-3) and there has been some work on three­
dimensional systems.4 A major motivation for studying in­
variants of dynamical systems is the possibility for applica­
tion in plasma physics and other self-consistent many-body 
problems; and applications of exact invariants have been 
made to the Vlasov-Poisson equations recently.5,6 In this 
paper we discuss the extension to dissipative systems of some 
ideas and results that have arisen in connection with finding 
exact invariants for nondissipative systems. 

For the Hamiltonian 

(1.1) 

all of the potentials V(q,t) have been found such that there 
exists an exact invariant that is quadratic in the momentum p 
(see Ref. 3). For those potentials, the invariants can be ob­
tained and the system rendered autonomous by making the 
generalized canonical transformation 7 from (q,p,t ) to (Q,P, T) 
given by 

Q=(q-a)/p, P= [p(p-a)-p(q-a)], 

(1.2) 

where a(l) and pit ) are arbitrary functions of time and an 
overdot denotes differentiation with respect to time. This 
transformation is a type of rescaling of the variables (q,p,t ). 
Results for the Hamiltonian (1.1) can also be applied imme­
diately to a certain class of dissipative systems because the 
more general Hamiltonian 

H = a(t )p2 + b (q,t )p + c(q,t ) (1.3) 

can be transformed to (1.1) by the generalized canonical 
transformation 7 

oj Permanent address: Physique Mathematique, Modelisation et Simula­
tion, Universite d'Orleans, 45045 Orleans Cedex. France. 

Q=q, P=p+...!!...., T=f'a(t 1 )dt 1
• 

2a 
(1.4) 

This transformation is a generalization of one used by 
Kanai. 8 

The original derivation of the quadratic invariants for 
the Hamiltonian (1.1) did not start from the transformation 
(1.2); rather, the transformation was a result. A different 
point of view, which has been adopted before in connection 
with problems related to the Hamiltonian (1.1),9 is to begin 
with a rescaling transformation. This will be our starting 
point for discussing dissipative systems. We shall generalize 
( 1. 2) by rescaling space and time in terms of three time-de­
pendent functions instead of two; however, we shall not as­
sume an a priori rescaling of momentum. A rescaling trans­
formation of configuration space variables and time only 
does not require that the system under study be Hamilton­
ian. It can be used with an arbitrary system. In general, our 
objective in introducing such a transformation is to obtain 
equations in the new variables for which an exact or approxi­
mate invariant can be found. It also may be that the new 
equations can be treated more conveniently than the old 
equations even if an invariant cannot be found. This possibil­
ity is important because we can expect that explicit exact 
invariants will be found only for severely restricted classes of 
dynamical systems, no matter what method be used. 

A rescaling transformation can sometimes be used to 
remove dissipation terms from the equations of motion, as is 
the case with a damped linear oscillator. In other cases it can 
be useful to introduce or modify dissipation by means of 
rescaling. For example, friction in the new equations may 
allow asymptotic solution of the equations for large values of 
the new time variable. Such asymptotic solutions can repre­
sent nontrivial attractors in terms of the original varia­
bles. IO,l1 

The extent of possible applications of rescaling to dissi­
pative systems is not known. Many more useful applications 
may yet be found. An important area of practical interest, 
where a multidimensional generalization of the transforma-
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tion used in this paper may be useful, is resistive magnetohy­
drodynamics. 

In this paper we illustrate a particular rescaling proce­
dure for dissipative systems by discussing examples. In Sec. 
II we introduce rescaling for a second-order ordinary differ­
ential equation that describes the motion in one dimension of 
a particle moving under the influence of a potential in the 
presence of friction. This is the equation of motion for a 
particular Hamiltonian system of the type represented by 
(1.3). In Sec. III, we consider a particular class of such equa­
tions that are associated, for example, with nonlinear small 
oscillations about an equilibrium point, which occur when 
the curvature of the potential at the equilibrium point van­
ishes. We find the cases for which our rescaling transforma­
tion leads to an autonomous system and we solve the equa­
tions explicitly and in detail. For those cases, the energy for 
the new equations is an exact invariant, quadratic in the ve­
locity, and our results are an explicit example of the known 
general results for the Hamiltonians (1.1) and (1.3). Our re­
sults are also a generalization of a result due to Sarlet and 
Bahar. 12 We give an example in this class of equations from 
which the solution of the Emden equation for two different 
exponents can be obtained. In Sec. IV we consider cases for 
which the rescaling transformation does not lead to an au­
tonomous system, but does allow us to find an invariant asso­
ciated with the long-time asymptotic behavior of solutions. 
We summarize our conclusions in Sec. V. 

II. THE RESCALING 

We consider second-order ordinary differential equa­
tions of the form 

d 2X + P (t) dx + aifJ = 0, 
dt 2 dt ax 

(2.1) 

where ifJ (x,t) is a space- and time-dependent potential and 
P (t ) is a time-dependent coefficient offriction, which may be 
positive or negative. We introduce a rescaling transforma­
tion from (x,t) to (5,0) according to 

x = sC (t ) + a(t), dt = A 2(t )dO, (2.2) 
where C(t), a(t), and A (t) are three arbitrary functions. We 
shall calls (0 ) the new coordinate and 0 the new time. The 
equation of motion in the new variables is 

d2s A ds a~ 
d02 +P dO + as = 0, (2.3) 

where 

(2.4) 

(2.5) 

The transformations defined by (2.2) form a group. From 
(2.2) it is easily shown that ifCI , AI' and al characterize one 
transformation and C2, A 2, and a2 characterize another, 
then the result of applying transformation 1 followed by 
transformation 2 is another transformation of the same 
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form, characterized by C = C1C2, A = AIA2' and 
a=a l +C1a 2· 

If /:J = 0 and ~ is independent of 0, then the energy in the 
new frame, 

1 ( ds )2 A 

E=2" dO +ifJ, (2.6) 

will be an exact invariant. Setting /:J = 0 in (2.4), we can im­
mediately integrate the equation to find 

A (t) = CIt) exp[!B(t)], 

where 

B(t)= Fp(t')dt ' . 

(2.7) 

(2.8) 

By using (2.7) in (2.5), we can find the form which ifJ must 
have in order that ~ be independent of 0: 

ifJ (x,t) = C 2 eX~(2B) ~ ( x ~ a)' 

- ~ ( C1C)lx _a)2 

- (ii + Pa)(x - a), (2.9) 

where ~ is an arbitrary function of its argument. The exact 
invariant E can be expressed in terms of x and t through the 
relation 

dx = 5...- ds +sC+a. 
dt A 2 dO 

(2.10) 

The result is 

1 [ (dX .). ]2 E= 2"exp(2B) C dt -a -C(x-a) 

A(x-a) +ifJ -- . 
C 

(2.11) 

Equations (2.9) and (2.11) are an example of the results found 
previously concerning invariants quadratic in the momen­
tum (or velocity) for Hamiltonians of the form (1.1) and (1.3) 
(see Ref. 3). 

III. APPLICATION TO A PARTICULAR CLASS OF 
EQUATIONS 

Consider the potential 

ifJ (x,t) = y(t )[xm + I/(m + 1)], m # 1. (3.1) 

This potential is associated with small nonlinear oscillations 
about an equilibrium at x = 0 if m is an integer larger than 
unity. Such oscillations occur if the curvature of the poten­
tial at the equilibrium point vanishes. With this potential 
(2.1) becomes 

d 2x dx m 
- +P(t)- +y(t)x =0. 
dt 2 dt 

(3.2) 

For certain functions y(t )andp (t), this equation is of the form 
discussed in the previous section for which the rescaling 
transformation renders the equation autonomous with an 
exact energy invariant. In order for the potential to corre­
spond to the allowed potentials given by (2.9), we must take 

a(t)=O, ~(s)= [KI(m+ lJ]5m+l+(LI2)s2, (3.3) 

where K and L are arbitrary constants. The requirement that 
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(2.9) be satisfied separately for each power of x leads to the 
following conditions on r, (3, and C: 

y(t) = K Icm + 3 exp[2B (t)), (3.4) 

d
2
C +(3 dC = L (3.5) 

dt 2 dt C 3exp[2B(t)] 

Equation (3.5) can be solved for C in terms of (3. Then (3.4) 
gives the family offunctions r(t ) which, for a given(3 (t ), make 
the potential (3.1) be in the class of allowable potentials given 
by (2.9). For such a y(t), (3.2) is transformed into 

d2s + LS + KSm = 0 (3.6) 
de 2 

by the rescaling transformation. This equation can be solved 
easily and, for m = 2 and m = 3, the final quadrature can be 
performed in terms of elliptic functions. 

We can find the general solution of(3.5). First we notice 
that the general solution for L = 0 is given by 

Crt) =J(t) (3.7a) 

and that a class of solutions for L = - b 214 is given by 

C 2(t)=J(t), (3.7b) 

where J (t ) is defined by 

J(t)=a+bJ' exp[ -B(t')]dt', (3.8) 

and a and b are constants. We next make the ansatz that the 
general solution of (3.5) can be written as 

C 2(t) = MJ2(t) + NJ(t), (3.9) 

where M and N are constants. It will turn out that this ansatz 
is correct. Differentiating (3.9) twice we obtain 

2CC = 2MJj + Nj, (3.10) 

2(CC + ( 2) = 2Mj2 + 2MJj + NJ. (3.11) 

Multiplying (3.10) by (3 and adding (3.11) we find 

2[C(C+(3C)+C 2] = (2M + N)(j + (3j) +2Mj2. (3.12) 

Since j + (3j = 0, (3.12) simplifies to 

C(C+(3C) = _C 2 +Mj2. (3.13) 

From (3.10) we have C = (1/2C).l (2MJ + N) and we can re­
write (3.13) as 

C(C +(3C) = (j 2/4C2)[4MC 2 
- (2MJ +N)2]. (3.14) 

Taking (3.9) into account and the fact that j = b 
Xexp[ - B(t)], (3.14) becomes 

C+(3C= - {(b 2/4)1C 3 exp[2B(t)]jN 2. (3.15) 

Thus, the general solution of (3.5) is obtained by taking 
N=land -b 2/4=L: 

C 2=MJ 2+J, 

J(t) = a + ( - 4L )1/2J'exp [ - B (t ')]dt', 

(3.16a) 

(3.16b) 

where M and a are arbitrary constants. The fact that there 
are two arbitrary constants shows that this is indeed the gen­
eral solution. 

Combining (3.4) and (3.16), we find that there is an ener­
gy invariant for (3.2) when r(t) is given by 
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y(t) = K I(MJ 2 + J)(m + 3)12 exp[2B (t )]. (3.17) 

Written explicitly, the invariant is 

E = V(MJ + 1) exp[2B (t)] 

[
dX j(1+2MJ)]2 b 2 x 2 

X dt - 2J(1 +MJ) x - 8 J(MJ+ 1) 
K x m + 1 

+ -- . (3.18) 
m + 1 (MJ 2 + l)(m + 1}/2 

This result is a generalization of a result given by Sarlet 
and Bahar,12 who also obtained this invariant for (3.2), ex­
cept that the class of functions r(t) that they found is a sub­
class of the functions given by (3.17). Their results corre­
spond to the case M = 0, which gives the solution (3.7b) for 
Crt). 

An example: Consider the case 

(3(t)=~, exp[B(t)] =t)., J(t)=a+ _b_ tl -).. 
t I-A 

(3.19) 

From (3.17) we have 

y(t) =K {[M(a + [b/(I-A )]t l -).)2 

+ (a + [b 1(1 - A )]t I-).)](m + 3}/2t U }-I. 

(3.20) 

Two interesting limiting cases can be obtained from (3.20). 
The first is 

M = 0, a = 0, b = 1 - A, 

which leads to 
y(t) = Kt [).(m-I} - (m + 3}]/2. 

The rescaling functions A (t ) and C (t ) are 

A (t) = t 1/2, Crt) = t(1-).)l2. 

(3.21) 

(3.22) 

(3.23) 

The form of A (t ) indicates that the new time, e, is at the limit 
of logarithmic compression. That is, 

e - I = log t, (3.24) 

where e is normalized such that t = 1 corresponds to e = 1. 
This limit oflogarithmic compression is found frequently. 13 
The invariant for this case is 

E = t). - I Ov2t 2 + ~vt (A - 1)] 

+ [KI(m + 1)](xt()'-1}/2)m+l, 

where 

dx 
V=-. 

dt 

(3.25) 

(3.26) 

If we set A = 2 and m = 5 in this example and replace t by r, 
the radial coordinate in a spherical coordinate system, then 
(3.2) becomes the Emden equation with exponent 5, which 
arises in the study of spherically symmetric stellar equili­
bria, 14 

~~(r dx )+xm 
r dr dr 

= d
2
x + ~ dx +xm=O. 

dr r dr 
(3.27) 

The fact that the energy invariant exists for the Emden equa­
tion with exponent 5 was recognized by Chandrasekhar. 14 

The second interesting limiting case is obtained from 
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a = 0 and b---+O, M~oo with Mb 2~(1 - A. )2. (3.28) 

With these limits, we obtain 

r(t) = Kt)..(m+ 1)-(m+3), (3.29) 

A (t) = t 1-)../2, C(t) = t J -).., (3.30) 

E = Hvt + (A. - 1)x]2 + [K I(m + 1)](xt).. -I)m + I. 

(3.31) 

From (3.29) we see that A. = 2 and m = 1 gives the Emden 
equation with exponent unity. Thus, we have also found the 
energy invariant that Chandrasekharl4 obtained for that 
equation. 

IV. ASYMPTOTIC INVARIANTS 

We consider the equation 

d 2x A. dx 
dtZ + t dt + JLtr(sgnx)lxlm = 0, (4.1) 

which has the same form as the limiting cases considered in 
the example in Sec. III. [See (3.22) and (3.29).] For this equa­
tion we have 

!3(t)=A.lt, exp[B(t)] =t).., r(t)=JLtr. (4.2) 

We make a particular choice of transformation functionsA (t) 
and C (t ) that is convenient for obtaining exact energy invar­
iants for (4.1) as well as for finding asymptotic results when 
an exact energy invariant does not exist. This choice, which 
has been useful in some other problems, 11 is based on a split­
ting ofthe;P (S,O) defined by (2.5) into two parts. We define a 
"rescaled potential" ;PI and a "transformation potential" ;pz 
by 

(4.3) 

(4.4) 

so that 

(4.5) 

For treating (4.1), we select C (t ) and A (t ) such that the re­
scaled potential is O-independent and we choose a relation 
between C (t ) and A (t ). 

To begin with, we relate C (t ) andA (t) according to (2.7), 
so thatp = O. Then, choosing aft ) = 0 and C (t ) according to 

cm+3t 2)..+r= 1, 

we find 

;PM)=JL[lslm+l/(m+ 1)], 

;. (&'0) = L (2..1. + r)[r+ m + 3 -A(m + 1)] 
'f'2~' 2 (m + 3)2 

(4.6) 

(4.7) 

X[l+(O-l) m+3+2r-A.(m-l) ]-2, 
m+3 

(4.8) 

where 0 is normalized such that 0 = 1 when t = 1. The rela­
tion between 0 and t is 
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(0-1) m+3+2r-A.(m-l) 
m+3 

=t[m+3+2r-)..(m-I)]I(m+3)_1. (4.9) 

From (4.8) we recognize the two limiting cases given by (3.22) 
and (3.29) for which an exact invariant can be found when 
r(t) has the formJLt r. For r = JA. (m - 1) - (m + 3)]/2 [cor­
responding to (3.22)], ¢>z is O-independent. For 
r =A. (m + 1) - (m + 3)[correspondingto(3.29)],;P2iszero. 
For both cases, the energy E is an exact invariant since p = 0 
and ;p is O-independent. 

Now let us consider the case where the energy invariant 
does not exist and, to begin with, we suppose that we have 

r> [A. (m - 1) - (m + 3)]12. 

Moreover, now and henceforth we assume 

m>O, A.> 1, JL>O. 

(4.10) 

(4.11) 

From (4.9) we see that O~oo when t~oo; and from (4.8) we 
see that ;Pz---+O when 0--00. Asymptotically, the motion in 
the new space is frictionless in a O-independent potential. 
Therefore, E (the energy in the new space) is an asymptotic 
invariant. We notice also that the region in the (r,m) plane 
described by (4.10) and (4.11) includes the straight line 
r = A. (m + 1) - (m + 3). (See Fig. 1.) On this line the asymp­
totic invariant is also the exact invariant corresponding to 
(3.29), for which ;pz is zero. 

At this point we notice that, for m < 1, a negative trans­
formation potential can play a role asymptotically even 
though it goes to zero as 0 - 2 for each S. In this case, there is a 
potential crest that can push a particle into the outer region 
where the dominating potential is the transformation poten­
tial that goes to minus infinity for large Is I. Then, in order to 
find the asymptotic behavior, we simply have to solve (4.1) 
neglecting the potential. Obviously, this will depend on ini­
tial conditions and it indicates a bifurcation of the particle 
trajectories, some particles escaping the physical potential, 
others oscillating in the rescaled potential. To delineate the 
region for which such behavior can take place, it is sufficient 
to compare, at large times, the velocity of the moving crest 
with the velocity of particles in the outer region. For 
r = - 2 these velocities are equal for all values of A. when 
m < 1. Moreover, comparison of these velocities for r< - 2 
and r> - 2 shows that the bifurcation can only take place 
for values of rand m inside the triangle bounded by the three 
straight lines m = 0, r = - 2, and r = [m(A. - 1) 
- (A. + 3)]12. (See Fig. 1.) 

We now turn to the case 

r< [A. (m - 1) - (m + 3)]12, (4.12) 

which is the opposite of (4.10). The rescaling transformation 
that we used when (4.10) was satisfied is inconvenient for 
analyzing the long-time behavior when (4.12) holds. We need 
to find another "new space" where the asymptotic properties 
can be deduced from physical arguments. We give up the 
requirement P = 0, instead selecting C (t ) and A (t ) such that 
the rescaled potential and the transformation potential are 
both O-independent. The transformation given by 

C(t)=t\r+2)1\1-m), A(t)=t 1/ Z, a(t)=O (4.13) 

will suffice. It is interesting to note that the logarithmic com-
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pression of time associated with A (t) is the same as we had 
from (4.9) in the limiting case 2r = A (m - 1) - (m + 3). 

The total new potential is now 

~(t) = -f-t-Is Im+ I 

m+ 1 

52 _r ....:...+_2_ [A (m _ 1) _ r _ m - 1]. 
2 (m - If 

(4.14) 

From (2.4) and (4.13) we have for the new friction 

p (0) = t [ ~ + 2( ~ - ~ )] 
= 3+2r+m-A(m-l) (4.15) 

I-m 

For a given A, (4.14) and (4.15) partition the (m,r) parameter 
plane by means of the four straight lines 

r = [(A - l)m - (A + 3)]12, 

r = (A - l)m - (A + 1), r = - 2, m = 1, (4.16) 

as illustrated in Fig. 1. There are four zones, labeled I, II, III, 
and IV. In zones I and II, the coefficient of friction is posi­
tive, while it is negative in zones III and IV. The potentials ~ 
and the signs of the coefficients of friction are indicated in 
Fig. 2. 

We begin with zone II. Because the friction is positive, 
the particle will asymptotically reach the neighborhood of 
5 = 0, where, since m > 1, the dominant potential in 5 space 
is the transformation potential. This means that the motion 
for t~oo is described by (4.1) without the potential term, 

d
2
x + ~ dx = O. (4.17) 

dt 2 t dt 

The solution is 

x = xot I-A + Yo, (4.18) 

where Xo and Yo are arbitrary constants. In zones III and IV, 
the coefficient of friction is negative and we shall have 
Is I~ 00 for large values of 0 or t. However, because m < 1 in 
these zones, the dominant potential in 5 space for large ~s I is 
again the transformation potential and the asymptotic solu­
tions will again be given by (4.17) and (4.18). 

In zone I, we have both a positive coefficient of friction 
and a total potential in 5 space with two wells, as is indicated 
in Fig. 2. Consequently, the motion in the new space is bifur­
cated and the asymptotic state is a static equilibrium at the 
bottom of one of the potential wells, located at ± so' There­
fore, the asymptotic solution for x is 

x = sot - [(r+ 2)/(m -Ill. (4.19) 

The choice of C (t) in (4.13), which has the same time depen­
dence as (4.19), could have been suggested by a short consi­
deration of the stretching group symmetries that are ad­
mitted by (4.1). For zones I and IV, there is a self-similar 
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m FIG. I. The (r,m) space (drawn for the case 
A. = 2). In the hatched region we have E as­
ymptotically invariant. The rest of the space 
is divided into four zones. The equations for 
the three lines are r = (m - 5)12, 
r= m -1, and r= m - 3. 
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ZONEr 

ZONE 1II 

ZONEll 

ZONETIz:: 

FIG. 2. Thetotalpotential~ (5' lin 
the four zones. The signs indicat­
ed are the signs of the coefficients 
of friction. In zone I, the points 
± So are attractors; in zone IV 

they are unstable. 

solution of (4.1) with this time dependence and, therefore, it 
could have been supposed that this time dependence would 
play an important role in describing the solution for those 
zones. The stretching group transformation is 

t = c/j t, x = c1J X. 

In order to leave (4.1) invariant, we must have 

'I] = - [(r+2)/(m - 1)]8. 

(4.20) 

(4.21) 

This leads to a group invariant x/t (1JI/j) and, consequently, to 
a self-similar solution of the form 

x = Et - [(r+2)1(m-I)J, 

where E is a solution of 

(4.22) 

f-tEm - E [(r + 2)1(1 - m)2][A (m - 1) - r - m - 1] = O. 
(4.23) 

In zones I and IV, the real solutions of (4.23) are ± So' The 
rescaling process has told us about the stability of the self­
similar solutions. In zone I, not only is the self-similar solu­
tion stable, it is also an attractor for all possible initial condi­
tions. In zone IV, the solution is obviously unstable due to 
the form of the potential and the sign of P (see Fig. 2). The 
ability of rescaling to give information about the stability of 
self-similar solutions has also been noticed in a problem of 
stellar dynamics. 15 

It is interesting to note that the point (r = - 2, m = 1) 
is a pivotal point for the diagram in Fig. 1. That point corre­
sponds to a linear harmonic oscillator with a coefficient of 
friction that decreases as t -I, in which case a stretching 
group exists from which the solution can be found easily. It 
was noticed earlier by Besnard et al.9 and by Sarlet and Ba­
har12 that the linear oscillator is a limiting case in the treat­
ment of undamped motion in a power-law potential. When 
damping is present, the linear oscillator again appears as a 
special case because the rescaled potential and the transfor­
mation potential are both quadratic in S. This means that the 
conditions (3.4) and (3.5) are replaced by the single condition 

d 2C dC L 
dt 2 +f3(t)---;Jt +y(t)C= C 3 exp[2B(t)] , (4.24) 

where L is an arbitrary constant. Then an exact energy invar­
iant can be found for all functions rtt ) and f3 (t ). In contrast, 
for the nonlinear power-law case (m = 1), the invariant only 
exists when rtt ) and f3 (t ) are suitably restricted. 

V. CONCLUSION 

We have discussed the application of rescaling transfor­
mations to dissipative systems by means of some simple ex­
amples. First we showed how to use rescaling to obtain the 
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potentials for motion in one dimension that allow an invar­
iant that is quadratic in the velocity and to obtain those in­
variants. This result has been obtained before by other 
means. We applied the result in detail to time-dependent 
power-law potentials with damping. This allowed us to ob­
tain exact invariants for a restricted class of time depen­
dences. Then we showed how the rescaling method could be 
used to obtain time-asymptotic solutions of the equations for 
some time dependences that did not allow the exact energy 
invariants. 

Rescaling transformations are potentially useful in 
many applications. The basic idea, which we have illustrat­
ed, is to choose the transformation functions in such a way 
that the new equations are more readily analyzed. A possibly 
important application may be to equations of resistive mag­
netohydrodynamics. Another possibly important applica­
tion is to numerical computations. In particular cases, it may 
be possible to transform equations to a form for which 
simpler, more accurate, or more stable numerical methods 
are available. For example, numerical solution of (4.1) may 
be rendered simpler by rescaling in such a way that the new 
coefficient offriction vanishes and the rescaled potential is ()­
independent. If {3 (t ) and r(t ) are slowly varying, then in the 
new space there will be periodic motion on which is superim­
posed a small perturbation due to the transformation poten­
tial. 
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On the analysis of relaxation in electrolytes 
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Oebye and Falkenhagen [Phys. Z. 29, 121 (1928)] analyzed a linear initiallboundary value 
problem for a differential equation of diffusion type to model the phenomenon of relaxation in 
electrolytes; specifically, they sought to characterize the disappearance in time of the radially 
symmetrical and static charge distribution surrounding an individual motionless ion after the 
latter is instantaneously removed. A detailed reexamination discloses the existence of multiple 
solutions for the posed problem, with agreement as regards the initial condition and disparity as 
regards behavior at the central location. A regular solution during the entire relaxation regime is 
exhibited and offered in place of the classical one, due to Oebye and Falkenhagen, which retains a 
singular nature at the site originally occupied by the reference ion. 

I. INTRODUCTION 

The modem theory of liquid electrolytes, given both a 
qualitative and quantitative basis through the perceptive ap­
proach ofOebye and Huckel, 1 envisages that any individual 
(reference) ion has a surrounding "atmosphere" or cloud 
with the opposite sign of charge; for dilute solutions the 
spherically symmetrical and static space-charge distribution 
about the central ion (at r = 0) is obtained from the function 

,p(r) = C (e - Kr /r) (1) 

which satisfies the ordinary differential equation 

-- r- -~,p=0, r>O 1 d ( d,p) 
r dr dr 

(2) 

and vanishes in the limit r~ 00 . Soon thereafter Oebye2 cited 
the importance of examining temporal changes in this model 
and wrote, "Suppose a charge (of small dimensions) has been 
long enough at some point of the liquid, so that its ionic 
atmosphere has reached its equilibrium value. Now let us 
annihilate this central charge at the instant t = O. We will 
ask how the charge density of the atmosphere spreads out to 
zero density. The mathematical expression for the charge 
density or the potential as a function of the distance from the 
center and the time turns out not to be very simple. The 
principal point however is that there exists an essential time 
constant governing the decrease." 

Oebye and Falkenhagen3 presented the first analysis of 
a relaxation time (0) for the whole ionic atmosphere, relying 
on the partial differential equation 

J..~ (S2 a
f

) -f= aj s>O T>O (3) 
~as as aT' , , 

which involves a pair of dimensionless variables s = Kr and 
T = t /0; the explicit solution 

_ e- S r"" -(;' 
f(S,T) - -1-/2- L S e d~ 

(1T) S ,fT - 2(1")'/2 

= -- erfc ,ji - --e-
s 

( S) 
2s 2(T)I/2 

(4) 

is stated without derivation and justified on the grounds that 

(5) 

in accord with the initial (equilibrium) form (1), and that 

f(s,oo) = 0 

as the ultimate disappearance of the atmosphere implies. 
Falkenhagen's book4 contains the assertion that (4) is the 
only solution which satisfies all the necessary conditions, 
namely (3) and (5). The expression (4) appears again in the 
published version of lectures at Harvard by Oebye5 with the 
appertaining statement, "We shall not give here the math­
ematical steps for obtaining this solution, but the fact that it 
satisfies the boundary conditions is easily verified." 

The entire magnitude of electricity in the ionic cloud 
can be calculated from its density, s'i(s, T), and is thus propor­
tional to 

Q(T) = L"" s2f(s,T)ds; (6) 

on utilizing the distribution function (5), the initial value 

Q (0) = l"" s2f(s,0)ds = 1 (7) 

follows directly. Given the determination (4) and the reduc­
tion which is described in the Appendix, Part (I), two results 
are established, viz. 

and 

lim Q(T) = !#Q(O). 
1"---+0 

(9) 

The discontinuity revealed by (9), together with the nonuni­
form limit relations 

and 

lim lim Sf(S,T) = lim e - s = 1 
s---+O 7"-..0 s--o 

lim lim Sf(S,T) = lim -k r"" e - (;' d~ = ..!.. 
1"---+0 s---+O 1"---+0 (1T) J,fT 2 

prompt a reassessment of the problem ab initio and of the 
solution (4) in particular. 
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Appropriate specifications for the basic differential 
equation (3) comprise a single initial condition at T = 0 
[namely (5)], since a first-order T-derivative occurs, and a 
separate pair of boundary conditions at the endpoints 
s = 00 ,0, inasmuch as a second-order s-derivative occurs; 
however, Debye and Falkenhagen simply invoke the re­
quirement that the solution must approach zero when s---+ 00 

and omit any specific reference to the behavior at s = O. In­
deed, the value of Sf(S,T) when s---+O can be left arbitrary, and 
thus the problem posed for the relaxation time consider­
ations admits an entire family of solutions. 

A general approach which features preliminary trans­
formation of the initial/boundary value problem is described 
in Sec. II and a particular solution that manifests continuity 
of the total charge up to the initial instant of time is found. 
This solution is rederived in Sec. III where the consequences 
of applying various direct analytical procedures are drawn. 
Finally, in Sec. IV the Debye-Falkenhagen solution is re­
constructed and compared with other versions that assume 
the same initial form; furthermore, the existence of a 
noteworthy solution of the differential equation for the re­
laxation regime, namely one which has null values initially 
and finally, is established. 

II. GENERAL ASPECTS OF THE INITIAL/BOUNDARY 
VALUE PROBLEM 

The pertinent equation (3) which enables a study of 
transients in a single species electrolyte, is convertible by 
simple transformations to the ordinary one-dimensional dif­
fusion equation on a half line; thus, let 

f(S,T) = ,p (S,T)/S 

and the equation for ,p (s, T) becomes 

iP,p _,p = a,p . 
as2 aT 

Next, applying the representation 

,p (S,T) = e-'Tt/!(s,T) 

it is found that 

a 2t/! at/! 
-----:2 = -, s>O, T>O. 
ay- aT 

(10) 

(11 ) 

(12) 

(13) 

Standard analysis (and, specifically, the use of a Fourier sine 
integral) furnishes a solution of (13), 

"'(s T) = __ s_ .I.JO T') e dT' 
i

'T -"'/4('T-".') 

or , 2(1T) 1 12 0 or\, (T _ T')3/2 

se ed' 'T 1"" -'T' - "'/4'T' 
+ 2(1T)1/2 'T T,3/2 T, (14) 

which satisfies the conditions 

t/!(s,O) = ,p (s,O) = e -', s> 0, 
(15) 

t/!( 00 , T) = 0, T> 0, 

and allows for an arbitrary choice of the boundary value 
t/!(0,1"),1" > O. The direct inferences from (14), namely 

lim tP(s,1") = t/!(0,1"), T>O 
• ---0 
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and 

"'(s 0) = --- 1",-3/2e -".' - "'/4".' d1"' = e -. s i"" or , 2(1T)1/2 0 ' 

manifest its self-consistency; and the result of differentiation 
therein, viz. 

a 
X(T) = - as I/J(S,T)/.=o 

= _l_~ r 1/J(0,1"') d1"' 
1T1/2 d1" Jo (T _ T')1/2 

e'T 1"" d ( 1 ) - ".' d ' +-- -- --- e 1" 
1T1/2 'T d1"' (1"')1/2 

1 d [ t/!(O,T') d' 
= 1T1/2 d1" 0 (1" _ 1"')1/2 T 

1 'T ("" -".' 
- (1T1")1/2 + (~1/2 J.,. (~')1/2 d1"', T>O (16) 

is reserved for later comment [cf. (19)]. 
There exists an analogous solution of the partial differ­

ential equation (13), wherein the boundary derivative X (1") 
takes the place of the function t/!(0,1"), with the other require­
ments unchanged; this is expressed by 

1 i'T -"'/4('T-".') 
t/!(s,1") = --m X(1"') e ,112 d1"' 

(1T) 0 (T - 1" ) 

e'T ("" _ ".' _ "'/4".' dT' 
+ 1T1/2 J'T e (T')1/2 

(17) 

and the requisite properties 

lim( - at/!) = X(1"), 1" > 0, 
.---0 as 

.,,( 0) 1 i"" -".'-"'/4".' d1"' -s 0 
'f' s, = ----m e ----;)72 = e , s> 

1T 0 (1" ) 

are confirmed. The particular version of the representation 
(17) that emerges after making the choice s = 0, i.e., 

"'(0 1") __ 1_ [ X(T')dT' 
or , - 1/2 ( ')1/2 1T 0 1"-1" 

+ --me'T ~d1", 1">0 1 1""-".' 
(1T) 'T (1"') 

(18) 

constitutes an integral equation for X (1"); and the solution 
(which is obtainable by employing a conventional Laplace 
transform procedure) 

1/J(1") = _1_ ~ ('T t/!(0,1"') d1" 
1T1/2 d1" Jo (1" _ 1")1/2 

2 i"" e - 'TO> a2 du 
- - 1'>0 

1To 1+a2 ' 
agrees with (16), inasmuch as 

("" e - 'TO> a2 du 

Jo 1 + a2 

(19) 

= ~ ~ _ ~.J1ie'T ("" e-".' d1". (20) 
2 -V l' 2 J.,. (1")1/2 

A singular component of X (1') in the limit T---+o' which 
stems from the second term of (19), can, in principle, be re­
moved by a particular determination of the function tP(O,1') . 
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If, in fact, the representation 

01" = _e_ e-7'_r_ T L"" d ' 
1/1( ,) 1Tl/2 T (1"')1/2 (21) 

obtained from the explicit term in (18) is utilized for evaluat­
ing the common integral in (16) and (19), the result 

_1_lT 1/1(0,1"') dr' = 1 _ ~ L"" e - 7' dr' 
1T1/2 0 (1" _ 1"')1/2 1T1/2 T (1"')1/ 2 

(22) 

implies, together with (16), that X (1") = 0. The ready conse­
quence of (13), namely 

d i"" x(r) = - ¢(s,r)ds 
dr 0 

(23) 

yields, furthermore 

L
OO 

x(r)dr = - Loo ¢(s,O)ds = - 1, (24) 

given the condition (15); and the outcome of integrating (19), 
namely 

l "" 1 l1' 1/1(0 ') 
x(r)dr = - 1 + lim 172 '~ 1/2 dr' = ° 

o T_oo 1T 0 (1" - 1" ) 

is compatible with a null value of X (1") when (22) holds. 
The appertaining solutions of (3), generated from (14) 

and (17) through the relationship 

I(s,r) = e - T1/1(s,r)ls (25) 

comprise, in additive manner, terms that have a null initial 
value and the others, 

I() 1 Loo - T' - s'/47' dr' sr = --- e --, 2(1T)1/2 T 1"13 /2 ' 
(26) 

I() 1 L"" - 7' - s'/4T' dr' s,r = --m- e ----;)j2 , 
1T S T 1" 

(27) 

respectively, which assume the common initial value 

a distinction between the latter as functions of s emerges, 
insofar as (26) is regular at s = ° for all 1" > 0, while (27) im­
plies that 

• 1 Loo dr' lim sl(s,r) = 172 e - 7' ~ 
s-.O 1T T (1"') 

If the measure of charge Q (1") defined in (6) is calculated 
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on the basis of the expression (27) it turns out that 

= 1- _4_i3/2+ _4_ r12 _ ... 1"-0 
3(1T)1/2 5(1T)1/2 " 

(28) 

and thus [in contrast with (9)] the limit Q (r~l,r-o mani­
fests a continuous transition to the initial value. 

Having regard for the general expression [furnished by 
(14) and (25)] 

1 iT , I(s,r) = --1/-2 (,6(0,1") 
2(1T) 0 

exp ( - (1" - 1"') - s2/4(r - 1"')) d ' 
X (1" _ 1"')3/2 1" 

1 Loo - 7' - s'/4T' dr' 
+ 2(1T)1/2 T e 1"'3/2 (29) 

it is easy to establish the connection 

(30) 

between Q (1") and (,6 (0,1") = lims-.O sl(s,r); furthermore, (30) 
implies that 

dQ +Q=(,6(O,r) 
dr 

and, in particular, that 

( dQ ) = _ 1 + (,6 (0,0). 
dr '1"=0 

The determination which follows from (27), 

A. __ 2_100 

_~2 
'f' (0,1") - 1/2 e d;, 

1T ..rr 

(31) 

(32) 

yields (,6 (0,0) = 1 and hence, (dQ / dr)T = 0 = 0, as is consis­
tent with (28). 

Let 

Y(s) = fOI(s,r)dr (33) 

and the relation 

lim(r dY ) + loo r Y(s)ds = loo rl(s,O)ds = 1 (34) 
s-o ds 0 0 

is a straightforward consequence of the basic differential 
equation (3) for/(s,r). Utilizing (29) it turns out that 
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Y(s) = 1"" I(s,r)dr 

= ("" ,p (s,r) dr 
Jo s 

= _1_ ("" dr ("" e - r' - r/4r' dr' + _1_ ("" dr r ,p (0 r') exp ( - (r - r') - s2/4(r - r')) dr' 
2(17")1/2 Jo JT r'3/2 2(17")1/2 Jo Jo' (r - r'f/2 

= _1_ ("" dr e - T - r/4T + _1_ ("" ,p (0 r')dr' ("" exp( - (r - r') - r /4(r - r')) dr 
2(17")1/2 Jo r l/2 2(17")1/2 Jo 'Jr' (r _ r')3/2 

1 1"" dr -T-r/4T 1 1"" , '1"" e-{;-r/4{; 
= --1/-2 ~ e + --1/-2 ,p (O,r )dr 3/2 dt 

2(17") 0 r 2(17") 0 0 t 
1 ("" dr -T-r/4T 1 ("""'(0 ')d'( 2 d ("" e-{;-r/4{; dr ) 

= 2(17")1/2 Jo rl/2 e - 2(17")1/2 Jo 'f' ,r r -; ds Jo t 1/2 ~ 

= e-
s
{ ~ + + 1"" ,p (O,r)dr} , (35) 

and the mutual compatibility of (34) and (35), regardless of the specific nature of,p (O,r), is confirmed. 
After (17) and (25) are cited to justify the representation 

I(s r) - --- e - r' - r/4r' -- + --- x(r') dr' 1 1"" dr' e- T 1T e- r/4(T-r') 
, - (17") 1/2s T (r')1/2 (17") 1/2s 0 (r _ r')1/2 

(36) 

and the function Y(s) expressed in accordance with (33), the outcome is 

Y(s) = --- dr e - r' - r/4r' __ + ___ e - T dr (r') e dr' 1 1"" 1"" dr' 1 1"" [ -s2/4(T - r') 
(17") 1/2s 0 T (r')1/2 (17") 1/2s 0 0 X (r _ r')1/2 

1 1"" 1 1"" d 1T e - r/4(T- r') = ___ rl/2e - T - r/4T dr + ___ e - T - x(r') dr' dr 
(17") 1/2s 0 (17") 1/2s 0 dr 0 (r - r')1/2 

=!(1 + lIs)e- S
, (37) 

independently of X (r), and the relations (34) and (37) evidence full agreement. 
To verify that the representation (14) oft/t(s,r) conforms with Eq. (24) which involves t/t(r) = - (a /as)tf!(s,r)ls=o, consider 

(""t/t(sr)dr= _s_ ("" dr (T ,p (0 r') exp(r'-r/4(r-r')) dr' + _s_ ("" eT ("" e-r'-r/4r' dr' dr 
Jo' 2(17")1/2 Jo Jo' (r - r')3/2 2(17")1/2 Jo JT r,3/2 

= __ s_ ("" ,p (0 r')eT' dr' ("" e-r/4(T-r') dr 
2(17")1/2 Jo' Jr' (r _ r')3/2 

+ __ s_ {_ ("" e- T'- r/4r' dr' + ("" e- r/4T dr } 
2(17")112 Jo r'3/2 Jo r/2 

= 1""eT,p(0,r)dr+ l-e- s 

= 1"" tf!(O,rjdr + 1 - e - s (38) 

on the hypothesis that the latter integral exists. Differentiation in (38) with respect to s then yields, in the limit s-o, the 
integral condition (34). 

III. PARTICULAR ANALYTICAL TECHNIQUES 

The analysis in the preceding section, based on conversion of the original partial differential equation (3) to the simpler 
form (13), reveals the existence of whole families of solutions that satisfy a prescribed (and common) initial condition. It is 
instructive next to examine the results yielded by other procedures for resolving the given equation, bearing in mind the 
absence thus far of a direct link with the Debye-Falkenhagen solution (4). 

A Laplace transform approach may be directly invoked for the system 

J..~(ral)_I= ai, s>O,r>O (3') r as as ar 

l(s,O) = e-S/s, I(s,r)-o, s-+oo (5') 

with an assigned initial condition relating to the variable r; thus, on designating 

f(s,p) = 1"" e - J'T/(s,rjdr (39) 
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it follows from (3) and (5) that 

( 
d2 2 d h e- s 

d$2 + -; ds -ry = - -s-, 

where 

Let 

and 

r= 1 +p. 

!(s,p) = ¢ (s,p)/s 

(:; -r )¢ = - e - s, s> O. 

An appropriate solution of (43) takes the form 

¢ (s,p) = A cosh ys + 1. (' e - s' {cosh ys sinh ys' - sinh ys cosh ys' Jds' 
y Jo 

_ ers{ ~ __ 1 _1_} + e - rs{ ~ __ 1 _1_} + e - s{ 1 _ 1 } 
- 2 2y y+ 1 2 2y y- 1 2y(y-l) 2r(y+ 1) 

(40) 

(41) 

(42) 

(43) 

(44) 

exclusive of a solution B sinh ys to the corresponding homogeneous equation which generates a regular component of! at 
s = O. The arbitrary coefficient A in (44) is fixed by the asymptotic behavior ¢-o, s~ 00, whence 

A = (l/y)[ l/(y + 1)] 

and 

(45) 

having regard for the relation (41) between y and p. On applying the inverse of the transformation (39) to the function specified 
by (42) and (45), it follows that 

f() 1 i -DT 1 { - s e - JP + Is }d _ 1 i'" -XT cos,jX - Is d sr=-- 1:"'- e - p-- e X 
, 21Tis c P (p + 1)1/2 1TS I XU' _ 1)1/2 

(46) 

after deforming the contour C (on which p = Po + jb, Po> 0, - 00 < b < (0) along the sides of a branch cut at the section 
- 00 <p < - 1 of the negative real p-axis. The function </J (s, r) = sf(s, r) characterized by (46) satisfies the differential equation 

d</J 1 -T-:;'/4T - = - ---e 
dr (1Tr) 1/2 ' 

whence 

A. () 1 i'" -7"' - :;'/4T' dr' 
'I' s, r = -m e ----;)j2 

1T T (r) 

and 

f() 1 i'" -7"'-:;'/47"' dr' s, r = ~ e ----;)j2 
1T S T (r) 

in conformity with the prior representation (27). 
If the function B sinh ys is added to (44), thereby fashioning the general solution of (43), and the condition of bounded ness 

at s = 00 is invoked for the specification of A in terms of B, it turns out that 

f() 1 i'" -7"'-:;'/47"' dr' B 1 -T-:;'/4T 

s,r = (1T)1/2S T e ..j? + 2(1T)1/2 ,f3/2 e , (47) 

with an arbitrary coefficient B. The second term of (47) constitutes a solution of the partial differential equation (3) which is 
regular for all s;;;'O when r> 0; this may be termed an instantaneous source function by virtue ofits singularity at s = 0 and null 
value for s > 0 at the initial instant r = O. The deduction from (47), 
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reveals that the total charge assumes the prescribed initial value Q (0) = 1 only when B = 0 and the concomitant source term is 
removed. 

The solution of (43) which vanishes at s = O. thereby precluding the existence of a singularity for the functionfin (42). 
namely 

~ (s.p) = B sinh ys + J... r e - s' [ cosh ys sinh ys' - sinh ys cosh ys' J ds' 
y Jo 

is rendered precise by the assignment B = lIy(y + 1) and this yields 

~(s.p)=e-s/p_e-~p+IS/p. ~(oo.p)=O (48) 

in place of the determination (45). On expressing the inverse of the transform function (48) it is found that 

/() 1 1"" -X" sin.JX"=1s d s.r = - e X 
17'S I X 

1 ("" _ u _ S>/4u dO" 
= 2(17')1/2 J,. e cf3/2 

=/I(s,r) 

after differentiating the previously established relation 

1 1"" -X" cos~X - Is d 1 1"" -u-S>/4u dO" - e x= -- e --17' I XU' - 1)1/2 17'112 ,. 0"1/2 

with respect to s. 
A different means of integrating the nonhomogeneous 

differential equation (43) employs an auxiliary or Green's 
function; specifically. given the function G (s,s') which satis­
fies the relations 

(:; - r )G (s,s') = -15(s - s'), s,s' > 0, 

(49) 
G (O,s') = 0, G ( 00 OS') = 0 

and admits the explicit (symmetric) representation 

G(s,s') = (lIy) sinh ys< e -s>y = G (s',s), (50) 

it can be verified in standard fashion that 

~ (s,p) = ("" G (s,s')e - s· ds' + ~ (OJ') ~ G (s,O) Jo ds' 

= ~ (OJ')e-~P+ Is _ e-s/p _ e-~P+ !s/p 

and thus, reverting to the original variables s,r, 

rP (s.r) = ~ ( eP"~ (s,p)dp 
2m Jc 

= 2(~1/2 [ rP (O,r') 

X exp( - (r - r') - s2/4(r - r')) dr' 
(r - r')3/2 

s ("" _ 7' _ S>/47' dr' 
+ 2(17')1/2 J,. e r,3/2' 

which duplicates the content of (12) and (14). 
If the Green's function G (s,s') is replaced by a different 

one, viz. 

g(s,s') = J... cosh ys < e - rs> , 
y 

(51) 

whose s-derivative vanishes at s = 0 and otherwise satisfies 
the same conditions as does G, the solution of (43) can be 
exhibited in the form 
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- e - rs ( a -) l"" . rP (s,p) = - - - rP (s,p) + g(s,s')e - S ds' 
y as s=o 0 

e-lP+Ts ( a - ) 
= - (p+l)1/2 asrP(s,p) s=o 

e- s e-~P+ Is 

+ -- - -----:-= 
p PIP + 1)1/2 ' 

(52) 

where the final pair of terms are precisely those entering into 
(45) and thus characterize the Laplace transform of the func­
tion/(s,r) given in (27). The first term in (51) represents the 
Laplace transform of 

- --k [( ~ rP (s,r')) 
17' 0 ciS s=o 

dr' 
xexp ( - (r - r') - ~/4(r - r')) 1/2 

(r-r') 

and hence the full inverse of (52), 

rP (s.r) = ~ J eI"'~ (s,p)dp 
2m 

corresponds to the function described by (12) and (17). 
As an alternative to the transform analysis ofthe system 

(3) and (5) with a separate and explicit initial condition, con­
sider the single differential equation 

( V2 
- 1 - :r)r = - t/nrH ( - 1')I5(s) (53) 

whose inhomogeneous term accounts for, via the Heaviside 
function H ( - 1'), both a steady source regime (1' < 0) and the 
abrupt disappearance of the source (at l' = 0). On invoking 
the representation 

H(-1')=_l_J"" e-;orr
dOJ ={1,1'<0 (54) 

217'; _ 00 OJ 0,1'>0 

with a contour that passes below the point OJ = 0 and also the 
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representation for a local singularity/source at s = 0, 

8(s) = -- eik 
.. d k 1 foc 

(217')3 _ eo 

a particular solution of (53) is readily constructed, viz. 

1 f eo e,k .. - iw'1' 
/= - dwdk, 
~ - eo wfw + i(k 2 + I)J 

wherein 

k 2 = k·k. 

After evaluating the w-integral it follows that 

1 feo dk /= ~ exp (lk's - (k 2 + 1)1') -2 -, 
211 - eo k + 1 

and thus, consequent to integrating over directions in k 
space, 

2 leo . (k 2 +1) kdk /(s,1') = - smkse- '1' __ 
17'So k2+1 

1 (eo _ r _ s'/4r dr' 
= 2(17')1/2 J e 1"3/2 ' 

(55) 

in accord with the result 

a Leo . ks _(k 2 +1)'1' kdk -sme ---
a1' 0 k2+1 

a Leo 2 = - coskse-(k +')'1'dk 
as 0 

= _ (s/t/J)..[iie-'1'-s'/4'1'/?12. 

The agreement between (55) and an earlier determination 
(26) may be noted along with the fact that a singular behavior 
at s = 0 is manifest only when l' = O. 

IV. INTERRELATIONSHIP OF SOLUTIONS AND 
CONCLUSIONS 

The approach chosen (though not specifically present­
ed) by Debye and Falkenhagen for securing their representa­
tion 

e- S Leo _,2 
/DF(S,1') = --1/-2- e d; 

(17') S .[i - s12.[i 
(4') 

is discernible from an analysis of Debye6 concerning tran­
sient effects in a two-component electrolytic solution. His 
characteristically simple procedure rests on the preliminary 
ansatz 

/(s,1') = e- a '1'(eUcs/s) (56) 

for a particular, two-parameter, separated variable solution 
of the differential equation (3). Inasmuch as 

J..!!.(~!!.) e
Ucs 

= -il e
iKS

, s>O 
~ds ds s s 

iffollows that (56) satisfies (3) provided 

a=l+il 
and thus the integral 

/(s,1') = feo A (K)e - (I + K')'1' e
Ucs 

dK 
- co S 

(57) 

expresses a more general solution of the linear differential 
equation. A specification of the function A (K) is reached by 

80 J. Math. Phys .• Vol. 26. No.1. January 1985 

enforcing the initial condition, viz. 

foc . {e- S
, 

A (K)e'KS dK = 
- 00 0, 

which yields 

s>O, 
s<O, 

1 Loo. I 1 A (K) = - e-lKs-sds= ____ . 
217' 0 217' I + iK 

Combining (57) and (58) the representation 

(58) 

1 foo e-(I+K')'1' e+ iKS 
/(s,1') = - -- dK (59) 

217' - 00 1 + iK s 

emerges and this may be transformed in the following man­
ner. Consider s/and the appertaining relation 

- (s/) + s/ = - e - (I + K')'1' cos KS dK a I Loo 
as 17' 0 

1 - '1' - s'/4'1' (60) 
2(17'1')1/2 e . 

Since 

1 fOO e-(I +K')'1' 
g(1') = lim (s/) = - il (1- iK)dK 

s--+D 217' - 00 1 + 

=- dK 
1 foo e-(I+K')'1' 

217' - 00 1 + il 
by reason of symmetry and, moreover, 

dg = _ _ I_foo e-(I +K')'1' dK 
d1' 217' - 00 

= I / e - '1', 1'> 0 
2(17'1')1 2 

the subsequent determination 

(61) 

(62) 

provides the integration constant (relative to s) which fixes a 
unique solution of the differential equation (60). Thus, re­
casting (60) in the form 

!...- (s/e') = J..~ e'-s'/4'1' as 2 (17'1')112 

1 e - (s - 2'1')214'1' 
2(17'1')1/2 

and integrating 

s/(s,1')e' = g(1') + 1 (5 e - (5 - 2'1')2/4'1' ds 
2(17'1')1/2 Jo 

1 LOO 2 = - e-' d; 
17'1/2 .[i 

1 fS12
.[i - .[i _ ,2 

+ 1i2 e d; 
17' -.[i 

(63) 

after the change of variable s - 21' = 2fT; is employed. In­
asmuch as 

f~a e-,2 d; = [b e-,2 d; 

the Debye-Falkenhagen representation follows immediate­
ly from (63). 
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Let the variable r' in the expression 

f() 1 roo -1"'-$1/41"' dr' 
2 s,r = (1T) 1/2s J,. e (r')1/2 (27') 

be replaced by {;, where 

f? - 2(r~)1/2 =;, 
and thus 

f?=!(;+~C+2s) 

~ -(1 ; )df-. 
(r')1/2 - + (;2 + 2s)1/2 ~, 

accordingly, 
e-

S r'" { (, S )2} dr' 
.t;(s,rj = (1T)I/2S J exp - f? - 2(r')1/2 (r')1/2 

= (;)~/:s S;-SI2JT e-!;2(1 + (;2: 2s)1/2 )d; 

=fDF(s,r) + f*(s,r) (64) 
with 

f *(s r) - e-
S i oo 

e-!;' ; df- (65) 
, - -( )1/2 (f- 2 + ,,_)1/2 ~ 1T S JT - sI2JT ~ ~ 

= (e'/2s) erfc(..[r + s/2(r)1/2). 

It is fitting that the functionf* which represents the differ­
ence between a pair of others with the same initial and final 
values (r = 0,00) vanishes itself at these epochs. A straight­
forward calculation [Appendix II] establishes 

¢ *(s,r) = sf*(s,r) = e - S r'" e -!;' ; d; 
1T1/2 JJT _ sl2JT (; 2 + 2s) 1/2 

as a solution of the partial differential equation 

~¢* _¢* = a¢* , 
as2 ar 

whencef* satisfies the basic equation (3) underlying the re­
laxation theory analysis. 

An appraisal of results, now in order, affirms the earlier 
contention that Debye and Falkenhagen dealt with an im­
perfectly posed mathematical problem: The single initial 
condition which they held to be definitive is merely a com­
mon feature of solutions that possess different behaviors at 
the central or source point. The contrasting features of three 
definite and distinct solutionsft(s,r),.t;(s,r), andfDF(s,r) for 
small values of r merits note; thus 

I"() 1 roo -<7-$1/40- du 
J 1 s,r = 2(1T)1/2 J,. e a3/2 

e-
s 

1 r· -<7-$1140- du 6') 
= -s- - 2(1T)1/2 Jo e a3 /2 (2 

. e-
s 

1 [ ) -$1/40- du 1 = -- - --1/-2 (1 - ue -.3/2' r< 
s 2(1T) 0 (T 

and, pursuant to· the change of variable u = ~/4;2, 

e-
S 

2 100 

( S2)!;2 ft(s,r) = -- - -1-/2- 1 - --2 e - d; 
s (1T) s sI2JT 4; 

= e-
S 
__ 2_(1 + S2) r'" e-!;2 d; 

s (1T) 1/2s 2 JSI2JT 

+ -$ e-$1/4T, r-o. (66) 
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The latter estimate implies that 

limfl(s,r) = e-s/s, s>O, 
T--+O 

limsfl(s,r) = 0, r>O, 
s--+O 

whencefl exhibits a regular nature at s = 0 for r > 0; further­
more, the respective magnitudes 

Q(r) = ioo~fl(S,r)ds=e-T, r>O 

and 

Q(r)==I-r+~r, r<1 

arrived at on the basis of (26) and (66) are manifestly consis­
tent. Next, the function 

f() 1 i oo 

-<7-$1/40- du 
2s,r = -( )1/2 e -m 1T STU 

e- s 1 rr -<7-$1/4<7 du 
= -s- - (1T) 1/2s Jo e u 1/2 

. e-
s 

1 iT (1 ) -$1/40- du =-- - -w- -ue -m' r<1 
s (1T) sou 

is converted, in the manner employed forfl(s,r) to 

.t;(s,r) = e-
S 

_ 2 fi:. ~ (1 + S2 )e-$1/4T 
s -V./! s 6 

+ 2 73/2 -$1/4T -----e 
3(1T)1/2 s 

+ 7/2 (1 + r) roo e-!;2 d;, r-o 
1T 6 JSI2JT 

and the deductions therefrom 

limf2(s,r) = e-
S 

, s>O 
T--+O s 

hm sJ2(s,r = 1 - 2 - + --1/-2 T ,r~ . ,I" ). ~ 2 -.3/2 .. n 

s--+O 1T 3(1T) 

along with 

lim lim sf2(s,r) = lim lim sf2(s,r) = 1 
.,.---+0 s----..o s--o .,.--0 

(27') 

(67) 

make plain the uniform continuity of .t;(s,r) relative to the 
variabless,r. The three term estimate in (28) for Q (r) at small 
values of r is correctly reproduced by integrating the perti­
nent representation (67) off2(s,r). 

A version of the Debye-Falkenhagen function, 

e- S e- S 100 
_!;2 

fDF(s,r) = -- - --1/-2- e d;, 
s (1T) s sl2JT - JT 

allows an estimate 

I" ( ) e-
S ~ 1 $1/4T .. n 

JDF s,r == -s- - -V -; ~ e - ,r~ (68) 

conditional on the inequality s>2#; and since the limits 
r-o, s-o are not interchangeable in respect offDF a direct 
counterpart of the uniform estimate (67) forf2(s,r) is lacking. 

The realization of a singularity at s = 0 in the general 
expression (29) for f(s,r) depends on the first term therein, 
inasmuch as the second is regular with r > O. Let the function 
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t/> (0,7") in (29) be assigned the specific form 

t/> (0,7") = lim -V;(s,7") 
.......0 

= -h- roc e- U du , t/> (0,0) = 1, (69) 
7f' Jr .[(i 

which follows from (36) if X (7") = 0; then the appertaining 
convolution 
o7(s,7") 

It/> (0
') {( ') r} d7"' = 7" exp - 7"-7" ---- --~".... 

o ' 4(7" - 7"') (7" _ 7"')3/2 

= ..±.ioo 

e-;>-rl4{;>t/>(o,7"- r 2 )d~ (70) 
S s12,Jr 4t 

has a derivative 

ao7 I -r-r/4r -- = --e ar ~/2 

_ 4 e-Tioo e-;> ~ d~ 
(7f'7") 1/2s s12,Jr ~2_r/4r)1/2 

-T-r/4r (1 2) 
= e ~/2 - S7"1/2 ' 

whose reduction is accomplished with the help of the result 

roo e-;' ~ d~ 
Ja ~ 2 _ a2)1/2 

1 roo e - x dx = rooo e - (a' + u") du 
= "2 Ja> ,jx-a2 Jo 
= .!..fiTe-a>. (71) 

2 

Hence, 

o7(s,7") = [ e ~ U - rl\bu( )/2 - s:12 )du, o7(s,O) = ° 
(72) 

and it follows from (29) and (72) that 

I() 1 roo -u-rl4u du 
S,7" = 2(7f')1/2 Jo e if/2 

1 [-u-rl4u du 
- (7f')1/2s 0 e Ul/2 

e-
S 

1 [-u-r;4u du 
= -s- - (7f') 1/2s 0 e u l/2 

1 Loo -u-rl4u du I"() 
= -( )1/2 e -m =J2 S,7" 7f' S r U 

with the anticipated singularity at s = 0. 
Alternatively, let the function 

X(7") = -lim.!.. (ert/> (s,7")), 
.......0 as 

which enters into the general representation (36) for/(s,7") be 
specified through the expression 

"'(S7")- e-u-rl4u u s Loo d 
'I' , - 2(7f')112 r if/2 

that is yielded by (29) when t/> (0,7") and the first term are both 
given null values. Thus, 
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er roc du 
X (7") = - 2fiT J". e - u if/2 

1 eT Loo e- U 

= - --1/-2 + -m -m du,7">O 
(7f'7") 7f' r U 

1 r = - --1/-2 + e t/> (0,7"), (73) 
(7f'7") 

where t/> (0,7") designates the function (69). A two-part reduc­
tion of the appertaining integral 

-T[ , e- r/4(T-r') , 
e X(7" ) , 1/2 d7" 

o (1" - 7") 

is indicated, and the result 

rT 1 e- r/4(T-r'),/2 d's roc e-;> d~ 
Jo (7"')1/2 (7" _ 7"')112 7" = 7"1/2 JS/2,Jr~ ~ 2 _ r /47")1/2 

_ s roc e- x dX 
- 2(7")1/2 Jrl4r xU' - r /47")1/2 

(74) 

bears directly thereupon. Furthermore, if 

K(s,7") 

= It/> (O,7"')exp{ - (7" - 7"') - r /4(7" - 7"')} d7"' I 
o (7"-7"112 

=sr
oc 

e-;'-r/4;'t/>(0,7"- r2)d~, (75) 
JS12,Jr 4t ~ 

then 

aK 1 -T-rl4r 
--=~ a7" 7"1/2 

se- T roc e- X dx 
- 2(7f'7")1/2 Jr/4r xU' _ r/4r)1/2 . (76) 

The common integral in (74) and (76) is dealt with by first 
defining 

L
oo e-'<x 

I (A. ) = 2 1/2 dx 
a 2 xU'-a) 

and noting that [cf. (71)] 

dI roo e-'<x 

dA. = - Ja' U' _ a2)1/2 dX 

= - -e If _.<a2 

A. ' 

whence 

I(A.)=fiT e- a;_ Loo > d~ 

.< ~ 1/2 

= 2 fiT roo e-u" du 
a JaP: 

and, in particular, 

1(1) = roo e-
X 

dX = 2 fiT roc e-u" duo (77) 
Ja> X,jX - a 2 a Ja 

On combining (76) and (77) there obtains 

aK = _1_e-r-r/4T _ 2e-rioc e-u" du 
ar 7"1/2 s12,Jr 
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and, accordingly, 

J'r'(s,r) 

= [e- u - r /4u ~U2 - 2[e-'lOO e-O>dud~ 
o U I 0 012,ff 

_ [ -u-r/4u du 
- e 1/2 

o u 

+ 2e- r lOO e-O> du- ':""[e- u - r4u d~2 .(78) 
012,fT 2 0 q'J 

Thus, the representation (36) yields 

f() e-S 1 [-u-r/4u du 
s,r = -s- - 2(1T)1/2 0 e q'J/2 

1 roo -u-r/4u du I"() 
= 2(1T)1/2 JT e q'J/2 =Jl s,r 

APPENDIX 

when the results (73), (74), (75), and (77) are taken into ac­
count. 

In summary, the preceding analysis establishes the fact 
that the solution proposed by Debye and Falkenhagen be­
longs to a trio, fl(s,r), f2(s,r), and fDP(s,r), all of which com­
ply with the same prescriptions at r = 0, r = 00, and s = 00; 
fl(s,r) alone is devoid of singularity at s = 0 when r> 0 and 
may therefore lay claim to a preferential status during the 
transient regime envisaged. 
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(I) Let the Debye-Palkenhagen representation (4) for f(s,r) be utilized in connection with the volume charge integral 

Q (s,r) = f rf(s,rjds; 

whence 

Q(oo,r)= ~/2 rOOe-"d~+ ~e-T 
1T J,fT -V 1T . 

1 If -r 1 [ -"d'" = - + - e - -- e ~, 
2 1T 1T1/2 0 

as stated in (8). 
The corresponding expressions generated by the choice (27) for the functionf(s,r) are 

2 1'" Q(s,r) = -m e-'1' ..J?(1- e- r /4'1'jdr' 
1T r 

= 1 + 2 - e - -- e ~, ~ -T 2 r -"d'" 
1T 1T1/2 0 

in agreement with (28). 
(II) A direct verification that 

c""( )- -oL'" -&' ~ d'" V 1T'f' s,r - e e 2 1/2 ~ 
,fT - s/2,fT ~ + 2s) 
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satisfies the partial differential equation 

if(J _ A. _ a(J 
as'l "'-ar' 

relies on the individual determinations 

and 

fii a(J = _e-(T+r/4T) • .,fT-s/2.,fT .{_l_+ _s_} 
ar r1/2 + s(2r)I/2 2(r)I/2 4~/2· 

Inasmuch as 

it follows that 
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Cauchy system for the resolvent of Milne's integral equation with anisotropic 
scattering 
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It has been shown previously that the resolvent ofthe inhomogeneous truncated Milne's integral 
equation with isotropic scattering enables us to reduce dimensionally the above auxiliary equation 
via Chandrasekhar's X- and Y-functions. In the present paper, extending the above procedure to 
the case of anisotropic scattering, we show how to use effectively the Bellman-Krein-Sobolev­
like formula for the dimensional reduction of the Cauchy system of the source function via the 
generalized Chandrasekhar X- and Y-functions. 

I. INTRODUCTION 

It is well known 1-4 that an inhomogeneous truncated 
Milne's integral equation for the source function, i.e., the 
auxiliary equation, plays an important role in the theory of 
radiative transfer. In the case of isotropic scattering, making 
use of the Fredholm resolvent, an initial-value solution of the 
auxiliary equation was reduced to the Cauchy system of 
Chandrasekhar's X- and Y-functions, which fulfill the Ric­
cati-type of integrodifferential equations.s,6 In the case of 
anisotropic scattering, it usually has been the case that invar­
iant imbedding of the source function enabled us to convert 
an initial-value solution of the auxiliary equation to the 
Cauchy system of the scattering function and that of the X­
and Y-functions.2

.4,6.7 In this paper, extending our preceding 
procedureS to the case of anisotropic scattering, we show 
how to use powerfully an initial-value solution of the two­
dimensional resolvent of the auxiliary equation, i.e., the Bell­
man-Krein-Sobolev-like formula, for the dimensional re­
duction via the generalized X- and Y-functions. In our 
preceding papers,8-10 it was shown that, with the aid of in­
variant imbedding, the scattering fucntion of Chandrasek­
har's planetary problems with the diffuse (or specular) reflec­
tor was computed. In our subsequent paper, making use of 
the present procedure, we shall show how to get an initial­
value solution of Chandrasekhar's planetary problems with 
hybrid reflectors. 

II. BASIC EQUATIONS 

Consider the family of generalized Milne's integral 
equations with anisotropic scattering in a turbid slab: 

I(t,v,x) = g(t,v) + AAt•v (/( y,w,x) J, (1) 

where O<t<x, - 1 <v< 1, g(t,v) is the forcing function, 
A (O<A<l) is the constant parameter, and A is the two-di­
mensional truncated Hopf 's operator 

At,v{/(y,w)J = f fE(t,y;V,W)/(Y,W)dYdW. (2) 

In Eq. (2) the generalized exponential function is given by 

E(t,y;v,w) = exp[ - (It - YI)/w]P(v,w)/w, (3) 

where the phase function P (v,w) in radiative transfer satisfies 
the local principle of reciprocity, i.e., 

P(v,w) = P(w,v), 

P( - v,w) = P(v, - w) = P(w, - v), 

P( - v, - w) = P(v,w), 

(4) 

(5) 

(6) 

where O<v,w< 1. 
In Eq. (2) the plus or minus sign ofw corresponds to the 

interval length O<y<t<x or O<t<y<x, respectively. In other 
words, Eq. (1) takes the form 

I(t,v,x) 

=g(t,v) +A LX fE(t,y;v, - w)/(y, - w,x)dydw 

+A f fE(t,y;V,W)/(y,w,x)dYdW. (7) 

It is assumed that the interval length x is so sufficiently small 
that Eq. (1) has a unique solution. Furthermore, it should be 
mentioned that the E-function is shift-invariant with respect 
to the geometric argument, whereas it is asymmetric with 
respect to the angular argument. 

Suppose that the Fredholm resolvent K (t,y;v,W;X) does 
exist and it satisfies the following integral equations: 

and 

K (t,y;v,U;X) = AE (t,y;v,u) 

+ A LX fK (t,z;v,w;x)E (z,y;w,u)dz dw, 

(8) 

K (t,y;v,U;X) = AE (t,y;v,u) 

+ A LX fE (t,z;v,w)K (z,y;w,u;x)dz dw, 

(9) 

where O<t,y<x, - 1 <v,u< 1. 
With the aid of the resolvent K, the solution of Eq. (1) 

takes the form 

I(t,v,x) =g(t,v) + LX fK(t,y;v,w;x)g(y,W)dYdW. (10) 

Upon differentiation of Eq. (1) with respect to x, Eq. (1) be­
comes 

Ix (t,v,x) =A fE(t,x;v,w)/(x,w,x)dW 
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+...t S: fE(t,y;V,W)Ix(y,W,X)dYdW, (11) 

where the SUbscript x represents the differentiation. On in­
troducing the 4>-function, which governs the integral equa­
tion 

4> (t,v,u,x) = AE (t,x;v,u) 

+...t f fE (t,y;v,w)4> (y,w,u,x)dy dw, 

(12) 

it is seen that 

Ix(t,v,x) = f 4> (t,v,w,xlf(x,w,x)dw. (13) 

From Eq. (10) it follows that 

f(x,w,x) =g(x,w) + LX fK(X,y;W,u;x)g(y,U)dYdU. (14) 

Equation (13) becomes 

Ix (t,v,x) = f 4> (t,v,w,x)dw [g(x,w) 

+ LX fK(X,y;W,u;x)g(y,U)dYdU]. (15) 

On the other hand, Eq. (10) may be differentiated with re­
spect to x to get 

Ix (t,v,x) = fK (t,x;v,w;x)g(x,w)dw 

+ f fKx(t,y;V,w;x)g(y,W)dYdW. (16) 

From comparison of Eqs. (15) and (16) it follows that 

4> (t,v,u,x) = K (t,x;v,u;x), (17) 

Kx (t,y;v,u;x) = f 4> (t,v,w,x)K (x,y;w,u;X)dw, (18) 

Kx (t,y;v,U;X) = fK (t,x;v,w;x)K (x,y;w,u;x)dw. (19) 

Equation (19) should be solved subject to the initial condi­
tions 

K (t,y;v,u;y) = 4> (t,v,u,y), for Oq <y, (20) 

K(t,y;v,u;t) = 4>(y,v,u,t), for O<y<t, (21) 

and Eqs. (17) and (19) are the desired relations. Equation (19) 
is similar in form to the Bellman-Krein-Sobolev for­
mula. 11-13 

III. CAUCHY SYSTEM FOR 4>-FUNCTION 

In a manner similar to Eq. (1), we introduce an auxiliary 
function J (t,v,u,x): 

J(t,v,u,x) = AF(x,t;v,u) 

+A LX fE(t,y;V,w).!(y,W,U,X)dYdW, (22) 

O<t<x, - l<v<l, O<u<l, 
where 

F(x,t;v,u) = exp[ - (x - t)lu]P(v,u), (23) 
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and the E-function is given by Eq. (3). Note that 

4> (t,v,u,x) = J (t,v,u,x)lu. (24) 

With the aid of Eq. (10), the J-function is expressed in terms 
of the resolvent 

J(t,v,u,x) =...tF(x,t;v,u) 

+...t LX fK(t,y;V,W;X)F(x,y;w,U)dYdW. 

(25) 

On differentiating Eq. (22) with respect to x, it becomes 

Jx(t,v,u,x) = - J(t,v,u,x)lu 

+ f 4> (t,v,w,x).! (x,w,u,x)dw, (26) 

where 

J(x,v,u,x) = AF(x,x;v,u) 

+...t LX f 4> (y,v,w,x)F(x,y;w,u)dy dw. 

(27) 

Equation (26) is the desired initial-value solution of the J­
function, whose form in the conservative case is similar in 
form to that given by Kagiwada and Kalaba. 8 

In particular, for t = 0 we have 

Jx(O,v,u,x) = - J(O,v,u,x)lu 

+ f 4> (O,v,w,x).! (x,w,u,x)dw. (28) 

Inserting (x - t) in place of tin Eq. (22), it can be rewritten in 
the form 

J (x - t,v,u,x) 

=AF(x,x - t;v,u) 

+A LX fE(X - t,y;v,w).!(y,w,u,x)dydw 

=...t exp[ - t /u]P (v,u) 

+...t f fE(t,y;v,w).!(X - y,w,u,x)dydw. 

Differentiation with respect to x provides 

Jx (x - t,v,u,x) 

=...t f E (t,x;v,w).! (O,w,u,x)dw 

+...t LX fE (t,y;v,W).!x (x - y,w,u,x)dy dw. 

(29) 

(30) 

On keeping Eq. (12) in mind, after some minor rearrange­
ments of terms, the solution of the above equation becomes 

Jx(x - t,v,u,x) = f4>(t,v,w,x).!(O,W,U,X)dW. (31) 

Putting t = 0 in Eq. (31), it becomes 

Jx (x,v,u,x) = f 4> (O,v,w,x).! (O,w,u,x)dw. (32) 

The generalized X- and Y-functions are defined by the rela­
tions 
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x (x,v,u) = J (x,v,u,x)/ A, 

Y(x,v,u) = J (O,v,u,x)/ A. 

(33) 

(34) 

On recalling Eqs. (24), (28), and (32), a Cauchy system for the 
x- and Y-functions takes the form 

II dw 
Xx(x,v,u) = A Y(x,v,w)Y(x,w,uF, 

° w 
Yx(x,v,u) = - Y(x,v,u)/u 

11 d 
+A Y(x,v,w)X(x,w,u~, 

° w 
together with the initial conditions 

X(O,v,u) = P(v,u), 

Y(O,v,u) = P(v,u). 

On recalling Eqs. (24) and (26), we have 

<1>x(t,v,u,x) = - <1> (t,v,u,x)/u 

(35) 

(36) 

(37) 

(38) 

+ ( ~ ) f <1> (t,v,w,x)X (x,w,u)dw. (39) 

Once X- and Y-functions have been determined by Eqs. (35) 
and (36), Eq. (39) permits us to compute the <1>-function. 
Then, with the aid of Eq. (19), we can compute the two­
dimensional resolvent K (t,y;v,u;x). 

IV. EXPANSION IN LEGENDRE POLYNOMIALS OF THE 
PHASE FUNCTION 

The results obtained in the preceding sections pertain to 
an arbitrary phase function. A simplification occurs if the 
phase function may be expanded in Legendre polynomials 

00 

P(v,w;¢ - ¢ ') = L (2 - 80m ) 

m=O 

n 

X L C;"P;"(v)P;"(w)cos m(¢ - ¢ '), (40) 
i=m 

where 8 Om is the Kronecker delta function, P;" is the asso­
ciated Legendre function of degree i and order m, and 

C;" = Ci(i - m)!/(i + m)! 

(i = m,m + l, ... ,n;m = 0,1,2, ... ,n). (41) 

In this case the auxiliary function with the azimuthal argu­
ments takes the form 

n 

J(t,v,u,x;¢) = JO(t,v,u,x) + 2 L Jm(t,v,u,x)cos m¢, (42) 
m=1 

where, for the sake of simplicity, ¢o is put to be zero. The 
quantities r (t,v,u,x) are the coefficients of the azimuthal 
expansion of the total auxiliary function. In a manner similar 
to Eq. (22), the Fourier component r -function fulfills the 
basic integral equation 

Jm(t,v,u,x) = AFm(x,t;v,u) 

+A f fEm(t,y;v,w)Jm(Y,W,u,x)dYdW, 

(43) 

where m = 0,1,2, ... ,n, O..;;t<x, - l<v<l, O<u<l, 

Fm(x,t;v,u) = exp[ - (x - t)lu]pm(v,u), (44) 

87 J. Math. Phys., Vol. 26, No.1, January 1985 

and 

Em(t,y;v,w) = exp[ - (It - yl)/w]pm(v,w)/w. (45) 

In Eqs. (44) and (45) pn (v,w) is denoted by 

n 

pm(v,w) = L C;"P;"(v)P;"(w), (46) 
i=m 

for m = 0,1,2, ... ,n 
Once the auxiliary function has been determined by Eq. 

(42) for each m, the Fourier component of the intensity of 
radiation is found via the conversion of the auxiliary func­
tions. Equation (42) determines the mth component of the 
total auxiliary function as a function of two arguments t and 
v, whereas u and x are parameters. However, the reduction 
of two arguments into a single argument results in computa­
tional simplification as below: 

n 

Jm(t,v,u,x) = L C;"P;"(v)J;"(t,u,x). (47) 
;=m 

By substitution ofEqs. (45) and (46) into Eq. (43), we get 

J;"(t,u,x) =AF;"(x,t,u) 

+A itmiX f Ej(t,y,w)Jj(y,w,x)dwdy, 

(48) 
where 

F;"(x,t,u) = P;"(u)exp[ - (x - t)/u], (49) 

and 

Ej(t,y,w) = CjP;"(w)Pj(w)exp[ -It - yl/w]lw, (50) 

for i = m,m + 1, ... ,n. 
In such a way r (t,v,u,x) is expressed in terms of the 

componentsJ;"(t,u,x) via Eq. (47), while for the evaluation of 
theJ ;"-function we should solve the system ofEq. (48). Then, 
for the complete solution of the problem under considera­
tion, it is required to solve the system of Eq. (48) for all m. 
Hence, the complete solution of the problem for large n with 
the aid of the J ;"-function becomes untractable from compu­
tational aspects. 

Putting t = x and t = ° in Eq. (47), respectively, we get 
n 

Jm(x,v,u,x) =A L C;"P;"(v)X;"(u,x), 

n 

Jm(O,v,u,x) =A L C;"P;"(v)Y;"(u,x), 

where 

X;"(u,x) = J;"(X,U,x)/A, 

Y;"(u,x) =J;"(O,U,x)/A. 

(51) 

(52) 

(53) 

(54) 

From the physical aspects, theX;"- and Y;"-functions deter­
mine the probability of emergence of photons from the slab 
boundaries. On the other hand, recalling Eqs. (33) and (34), 
we have 

xm(x,v,u) = Jm(x,V,U,x)lA, 

ym(x,v,u) = Jm(O,V,U,x)/A. 

(55) 

(56) 

On keeping in mind Eqs. (51), (52), (55), and (56), we obtain 
n 

xm(x,v,u) = L C;"P;"(v)X;"(u,x), (57) 
;=m 
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.. 
ym(x,v,u) = r Crpr(v)yr(u,x). (58) 

;=m 

An allowance for Eqs. (35) and (36) enables us to get a 
Cauchy system for the X- and Y-functions, 

dX7'{u,x) =A ± (_l)i+jC?Y?(u,x) 
dx j=m 

X t p ?{W)Y7'(w,x)dw, (59) Jo w 

dY7'(u,x) = - Y7'(u,x) +A i C?X?(u,x) 
dx u j=m 

X t Pj(W)Y7'(w,x)dw, 
Jo w 

(60) 

fori = m,m + l, ... ,n,m = O,I,2, ... ,n. ThesystemofEqs. (59) 
and (60) should be solved subject to the initial conditions 

X7'(u,O) = P7'( - u), 

Y7'(u,O) = P7'( - u), 

where O,u, 1. 

V. DISCUSSION 

(61) 

(62) 

In the present paper, with the aid of invariant imbed­
ding, we derived a Cauchy system for the two-dimensional 
resolvent of the inhomogeneous truncated Milne's integral 
equation with anisotropic scattering. It is of interest to men­
tion that, whereas the resolvent kernel of Milne's equation 
with isotropic scattering is shift-invariant with respect to the 
geometrical argument, the kernel of resolvent in the case of 
anisotropic scattering is of convolutional structure with re­
spect to the geometrical argument and furthermore is of 
asymmetric character with respect to the angular argument. 
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Then, the generalized Bellman-Krein-Sobolev formula is 
expressed in terms of the integration with respect to the an­
gular argument of the product of 4>-functions. The dimen­
sional reduction of the generalized X- and Y-functions is 
made when the phase function is expanded in Legendre poly­
nomials. In our subsequent paper, making use of the present 
procedure, the scattering and transmission functions of 
Chandrasekhar's planetary problem with diffuse-and-specu­
lar reflectors will be dealt with. 
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The macroscopic field of a pointlike, arbitrarily moving monopole is split up into its bound and 
radiation parts. The SO(2) fiber bundle, having the total monopole field as its curvature, is 
embedded into an SO(3) bundle (Georgi-Glashow model) such that the SO(2) monopole field is 
composed .in an SO(3) invariant manner by the microscopic gauge and Higgs fields: The Higgs 
field constltutes the bound part and the gauge field (Yang-Mills field) is responsible for the 
radiation part of the macroscopic monopole field. The role played by the field equations for the 
validity of separate local energy-momentum conservation laws is discussed extensively. 

I. INTRODUCTION AND SURVEY OF RESULTS 

Since the pioneering work of t'Hooftl the properties of 
static smooth monopole solutions, emerging in nonabelian 
gauge theories, have been understood very well (see Ref. 2 for 
a review). It seems, however, that only little is known about 
nonstatic, smoothly localized solutions, where the mono­
pole(s) are arbitrarily accelerated. The present paper is con­
cerned with a single arbitrarily moving SO(3) monopole in 
the pointlike approximation. 

From the macroscopic point of view, a pointlike mono­
pole presents no difficulties. The macroscopic monopole 
field is the magnetic analog of the well-known Lienard-Wie­
chert field for a single electric point charge. The properties of 
this field were investigated thoroughly during the past dec­
ade from the point of view of traditional field theory. 3 At a 
first glance, it may seem that a point monopole in Maxwell's 
SO(2) electrodynamics is the same as a point monopole in 
SO(3) electrodynamics (Georgi-Glashow model), because 
the new effects emerging in nonabelian generalizations of 
ordinary electrodynamics turn up only when one considers 
smooth extended solutions to the field equations. This may 
be true as long as one deals with static solutions; but if one 
considers arbitrarily accelerated monopoles, the more gen­
eral nonabelian description opens up new aspects also in the 
pointlike case. Here, the new approach refers to the separa­
tion of the macroscopic monopole field into bound and radi­
ation parts. 

The main aim of the present paper is to demonstrate, by 
means of embedding the (macroscopic) SO(2) bundle into a 
(microscopic) SO(3) bundle, that the bound and radiation 
parts of the macroscopic monopole field can be considered as 
being differently composed by the microscopic fields: The 
(microscopic) Higgs field constitutes the bound part of the 
macroscopic field, which appears to be very plausible, be­
cause the bound field contributes to the energy-momentum 
of the material source. On the other hand, the microscopic 
gauge field (Yang-Mills field) produces, via its longitudinal 
component, the macroscopic radiation field, which is re­
sponsible mainly for the interaction of the source with its 
surroundings. This result is obtained by an appropriate 
choice of the connection in the embedding bundle. The basic 
restriction of this choice of connection is the invariance re­
quirement for the macroscopic field. 

The paper is organized as follows. 
In Sec. II we shortly review the geometry of the mono­

pole field in terms of the fiber bundle language. It is demon­
strated that this field can be considered as the Euler class in a 
two-dimensional real vector bundle over space-time. The to­
tal monopole field is split up into its bound and radiation 
parts and the geometric meaning of the latter is discussed. 
This discussion reveals the geometric origin of the partial 
disentanglement of bound and radiation fields with respect 
to the separate validity of Maxwell's field equations for each 
part (Bianchi identities). 

The partial disentanglement of bound and radiation 
fields becomes complete if one considers the corresponding 
energy-momentum densities, which satisfy separate contin­
uity equations for the bound and radiative case. We shortly 
discuss the question as to what extent the Bianchi identity 
and the dynamical part of the field equations are really nec­
essary for the validity of the separate conservation laws. 

After this extensive discussion of bound and radiation 
fields of the pointlike SO(2) monopole, we turn to the main 
aim of the paper by proposing that the bound and radiation 
parts of the macroscopic field be differently composed of 
microscopic fields: The bound part is due to the Higgs field, 
while the radiative part is produced by the longitudinal com­
ponent of the Yang-Mills field. This identification program 
implies the use of a higher gauge group [SO(3)] containing 
the lower one [SO(2)] as a subgroup, such that the corre­
sponding SO(2) bundle is the reduction of the embedding 
SO(3) bundle. 

In Sec. III, the bundle embedding, which is the process 
inverse to the reduction SO(3}-+SO(2), is studied in some 
detail. If SO(2) electrodynamics is considered as a reduced 
SO(3) system, the macroscopic monopole field F as the sub­
bundle curvature can be expressed in a manifestly gauge­
invariant SO(3) form. The bundle embedding must necessar­
ily lead to very special SO(3) field configurations, because the 
exact symmetry group is only a submanifold of the proper 
gauge group. Such configurations are the vacua of Higgs and 
Yang-Mills type. The relation between these two vacuum 
field configurations is studied in some detail along with the 
invariance of the Euler class with respect to a transition from 
one configuration to the other. 

In Sec. IV, an intermediate configuration between the 
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two types of vacua can be found which allows the desired 
identification of the bound and radiation fields with certain 
combinations of the microscopic fields. Starting from the 
Higgs vacuum configuration, the necessary change of con­
nection is performed in such a way that the curvature in the 
embedding SO(3) bundle becomes connected to the accelera­
tion of the point monopole. This means that the (microscop­
ic) Yang-Mills fields, being responsible for the (macroscop­
ic) radiation field, are due to the acceleration of the particle. 
This fits very well into the usual understanding of the rela­
tion between radiation and acceleration in the classical do­
main. 

In Sec. V, the continuity equations for the three differ­
ent kinds of energy-momentum densities arising from the 
three different kinds of fields (Yang-Mills field and its longi­
tudinal and transverse component) are studied. It turns out 
that all three kinds of densities satisfy their corresponding 
continuity equations despite the fact that the field equations 
are not valid. Whereas for the Yang-Mills field and its longi­
tudinal component ( = radiation field) one half of the field 
equations is satisfied via a Bianchi identity, the transverse 
part does not even satisfy a Bianchi identity. Nevertheless, a 
conservation law is valid for the transverse energy-momen­
tum density. 

An integration (Appendix) of the three kinds of densi­
ties yields the corresponding four-momenta. The momenta 
due to the transverse and longitudinal part of the Yang­
Mills field turn out to be equal. 

II. BOUND AND RADIATION FIELDS IN SO(2) 
ELECTRODYNAMICS 

As a preparation to the splitting of the field into bound 
and radiation parts in Yang-Mills-Higgs theory, we briefly 
give a survey of this phenomenon within the framework of 
abelian electrodynamics including the recent fiber bundle 
approach to this problem.4 

A. Field of an arbitrarily moving monopole 

The electromagnetic field F, 

F =! Fl'vcJ.xP 1\ «lxv, (2.1) 

of a pointlike magnetic monopole is a solution to Maxwell's 
homogenous equations (8: = - *d*) 

8 *F=O, 

8F=O, 

(2.2a) 

(2.2b) 

which are valid off the world line of the point charge. This 
field F is the magnetic analog of the well-known Lienard­
Wiechert field, which is generated by an electric monopole in 
arbitrary motion. The magnetic monopole field F is given 
explicitly by4 

F=p- 2 L+p- 1nI\L(u). (2.3) 

Here, pIx) is the retarded distance of xEM 4- from the parti­
cle world line 2: x = z(s); n is a lightlike one-form which can 
be written as (Fig. 1) 

n=u+v (2.4) 

where u is the (timelike) velocity one-form and v is the dual 
ofa (spacelike) "radial" unit vectorv [v(v) = - 1] being Fer-
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x =z(s) 

FIG. 1. The bundle hierarchy 1'. C7. CT.: The unit vector u(z): = [dz(s)/ds] 
(uou = + 1) is tangent to the monopole world line 2 at some point z. It is 
orthogonal to the three-dimensional plane J (z) which itself cuts the world 
line 2 orthogonally at that event z and is spanned by the orthonormal vec­
tors ( v;k,h J (z). Hence, e(z) = (u;v,k,h J is an orthonormal tetrad at z. A sec­
tion e(x) in the principal SOt 1,3) bundle A. associated to the (trivial) tangent 
bundle T. of Minkowski space M. is obtained from e(z) by parallel transport 
of e(z) (with respect to the canonical connection in T.) along all future null 
geodesics emanating from the vertex point z on 2. Thus the tetrad field e(x) 
is constant over any future light cone L 3(Z) and varies only when the vertex 
point z is shifted along the world line. The subframe e(x): = (v,k,h J (x) local­
ly spans the distribution J (x) and simultaneously represents a section in the 
principle bundle A. associated to the three-plane bundle 7 •. The section e(x) 
can be used to calculate the connection iij in 7. (3.4a) and (3.6) as well as the 
extrinsic curvature (111; J (3.4b) and (3.12). The above construction evidently 
implies Vu = ds ® auf Js,==u ® iI and therefore the curvature in 74 vanishes 
(3.13) on account of (3.12). However, the further reduction J-+..1 leads to 
the nontrivial bundle 1'. with the connection being given by Al (2.12) and its 
curvature IF representing the electromagnetic field (2.9). Thus, the electro­
magnetic SO(2) bundle 1'. can be embedded hierarchically into two trivial 
bundles 7. and T •• 

mi-Walker-transported along the particle world line. The 
two-form L 

L=-kl\h (2.5) 

is a representation of the generator for (local) SO(2) rotations 

k' = cos ak + sin ah, 

h' = - sin ak + cos ah, (2.6) 

within the distribution..1. This distribution is spanned (local­
ly) by the unit sections k(x) and h(x) in the two-dimensional 
vector bundle 74 which was used in Ref. 4 for the geometriza­
tion of the Lienard-Wiechert field. Therefore, the value ofL 
upon the four-acceleration u( =du/ ds) of the monopole im­
plies a projection onto..1 and an SO(2) rotation within ..1: 

L(u) = (ku)h - (hu)k. (2.7) 

The electromagnetic field (2.3) is the Euler class of the 
vector bundle 74 and hence is a member of the cohomology 
group H 2(M 4- ,Z) containing all closed two-forms over 
M

4
-: 
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dF=O. (2.8) 

which is the same as the first half (2.2a) of the field equations. 
Equation (2.8) may be verified by observing that F is also the 
curvature of the connection (AI) in 7-4 : 

F = d AI' (2.9) 

Thus (2.8) turns out as the Bianchi identity for F in 1'4' How­
ever, F does not admit a global "potential" Al over M 4-' 

otherwise the magnetic charge g would be zero due to Stokes 
theorem applied to an arbitrary two-cycle 
C 2 eM 4-(aC 2 =0): 

g: = 1 ,f F~_l_,f Al = O. 
WC 2 41rJac 2 

(2.10) 

On the contrary, we shall verify below that g = - 1. The 
relation (2.9) is valid only locally on patches chosen appro­
priately over M 4- • 

The potential Al transforms just as a connection one­
form in the intersections of the patches when an SO(2) gauge 
transformation (2.6) is applied: 

(2.11) 

This transformation law becomes immediately evident by 
observing that the connection Al can be expressed by the two 
1'4 sections k(x) and b(x) as 

Al = (k-Vb), (2.12) 

where the SO(2) gauge transformation (2.6) applies. 
Whereas the first half (2.2a) of the field equations was 

shown to be a Bianchi identity, the second half (2.2b) results 
from the fact that the (Poincare) dual of the electromagnetic 
field admits a global potential LW A 

*F=dLW A, (2.13) 

which is the well-known Lienard-Wiechert potential 

LW A= _p-IU • (2.14) 

We shall reconsider the meaning of the field equations 
subsequently in connection with the continuity equations for 
the energy-momentum densities, but first let us make some 
remarks on the splitting of the field F into bound and radi­
ation parts. 

B. Splitting of the field 

A natural splitting of the total monopole field (2.3) is 
based upon the separation into long range ( - p -I) and short 
range (_p-2) terms. Consequently, one writes the total field 
F as a sum of bound (b F) and radiation (rF) parts: 

F=bF+rF, 

bF=p- 2L 
rF =p-llIIl!\L(u). 

(2.1Sa) 

(2.1Sb) 

(2.1Sc) 

In the context of this splitting, there is an interesting 
point: The two fields b F and r F are partly decoupled in the 
sense that one-half of Maxwell's equations (2.2b) is satisfied 
by each one of the partial fields separately; i.e., 

(2. 16a) 

(2. 16b) 

Here, only (2. 16a) is the relevant equation, (2. 16b) is a conse-
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quence of (2. 16a) and (2.2b). The geometric approachs to the 
monopole field reveals the origin of this phenomenon. The 
dual (rF) of the radiation part ('F) is the curvature in the 
bundle 7-4 normal to the original bundle 1'4 which has the 
total field F as its curvature: 

", F = - dB1• (2.17) 

The connection in 7-4 is given by the one-form BI and so the 
Bianchi identity in 7-4 agrees with (2. 16a). 

In addition, "r F is the exterior derivative of the mean 
curvature one-form for the integral surfaces of the distribu­
tion.ii. 

We now come to the question of to what extent the field 
equations are necessary for the validity of the continuity 
equations for the energy-momentum densities. 

C. Splitting of the energy-momentum density 

The partial disentanglement of bound and radiation 
fields expressed by (2.16) becomes complete if one considers 
the energy-momentum densities produced by those fields. 
Since the total energy-momentum density T is quadratic in 
the monopole field strength F, 

T = TJ.'vEJ.' ®dxV, 

- 81T'TJ.' = FJ.'PF + *FJ.'P*F v ~ ~, 

(2.18a) 

(2. 18b) 

the splitting (2.1Sa) of the total field F induces a splitting ofT 
into a radiative part r T) and the bound part (b T): 

T=rT+ ~, (2. 19a) 
_ 81T' TJ.' = rFJ.'P'F + "rFJ.lP"rF 

v vp vp· 

(2. 19b) 

Observe that r T contains only the long-range terms ( _p -2), 
whereas bT is built from the properly bound part ofthe field 
(_p-4) and the mixed terms (_p-3). 

The energy-momentum conservation law is usually ex­
pressed locally by the vanishing of the divergence V· T which 
may be written as a one-form equation 

(2.20) 

The remarkable point in the present context is now that the 
validity of the field equations (2.2) is not really necessary for 
the vanishing of the tensor divergence (2.20). In fact, one has 
the identity 

- 41rV·T=::::*(8F!\ *F) - "(8*F!\ F), (2.21) 

and thus the tensor divergence vanishes not only when both 
field equations [(2.2a) and (2.2b)] are satisfied; this diver­
gence vanishes also when the wedge products, occurring in 
the two terms on the right of(2.21), vanish separately. How­
ever, the most general case is when even the wedge products 
are not zero themselves but only their difference vanishes. So 
we see that one can actually dispense with the field equations 
and nevertheless one can have energy momentum conserva­
tion! 

A physically relevant application of this effect is en­
countered when (2.21) is written down for the radiation part 
rF (2.1Sc) of the monopole field (2.3). In this case, the first 
term on the right of (2.21) vanishes on account of the Bianchi 
identity (2. 16a) in the normal bundle 7-4, An explicit compu-
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tation of the second term on the right of (2.21) reveals that 
the wedge product occurring there vanishes also.3 Hence, 
the radiation part of the energy-momentum density satisfies 
the continuity equation separately, 

V·T=O, (2.22) 

without the field equations (2.2) being fully satisfied by 'IF. 
This is a very plausible result if one interprets the classi­

cal mechanism of the generation of the radiation field in 
quantum mechanical terms: Once the photons have been 
generated by the source, they move outward with the veloc­
ity oflight and independent of the subsequent behavior of the 
source and its bound field. An interpretation in purely classi­
cal terms is also possible but involves a more subtle argument 
concerning the geometry of light cones. 6 

D. The bound and radiation parts as composite fields 

The separate continuity equation (2.22) for the radiative 
energy-momentum density 'T is extremely plausible and 
therefore was welcome for the understanding and descrip­
tion of the electromagnetic field of a single monople. How­
ever, it seems somewhat unsatisfactory that the electromag­
netic field as an entity is broken apart into two parts with 
rather distinct physical meanings: The bound part contrib­
utes to the energy momentum of the source and thus in­
creases its inertia and weight, whereas the radiative part is 
shot out into space in order to interact with the remaining 
matter in the neighborhood of the source. It seems desirable 
to introduce two conceptually different fields in order to de­
scribe those two different aspects of the Maxwell field. 

Following this line of thinking, one wants to have two 
(microscopic) fields which together constitute the (macro­
scopic) Maxwell field IF of the monopole in such a way that 
one of the microscopic fields produces the macroscopic radi­
ation part' IF whereas the other is responsible for the bound 
part b IF. A possibility for such a construction arises when 
one embeds the fiber bundle 74 for the macroscopic Maxwell 
field into a higher-dimensional fiber bundle 74 , Thus, one 
needs a constraint field v(x) in 74 , which defines the reduc­
tion 7c~74' The curvature fields {lFi } in 74 should then co­
operate with the constraint field v in order to produce the 
macroscopic field IF in a way that the higher-order gauge 
field (lFi~) generates the radiation field 'IF whereas v(x) ac­
quires the meaning of a microscopic matter field and pro­
duces the bound macroscopic field. In this way, the contri­
bution of the bound electromagnetic field to the mass of the 
source would actually be due to the microscopic matter field. 

As a specification of this program, let us embed the 
SO(2) bundle 74 into an SO(3) bundle 74, For the geometrized 
monopole field IF (2.3), this embedding bundle 74 may be 
constructed by means of the three-distribution ..1, which it­
self is spanned (locally) by the space-like frame vectors 
{ei (x), i = 1,2,3} = {v,k,h} (x), being orthogonal to the four­
velocity field nIx). Instead of reducing the tangent bundle 74 

of modified Minkowski space M 4- ( = M4 \)3) to the SO(2) 
bundle 74, we reduce it first to the SO(3) bundle 74 which 
contains 74 as a subbundle. This subbundle 74 is specified by 
the "Higgs vector" v(x) = {~ } (x). Considering the latter 
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one as a 7 4-section, it agrees with the first spacelike frame 
vector v(x) being orthogonal to..a withinLi (Fig. 1). 

For the associated principal bundles, this reduction 
process means that we first reduce the Lorentz group SOt 1,3) 
to its subgroup SO(3) and then the electromagnetic SO(2) 
bundle is viewed as a further reduction of the SO(3) system. 

Consequently, the curvature IF in the SO(2) subbundle 
can be expressed by the objects in the embedding SO(3) bun­
dle and is given explicitly by7 

IF = ~lFi - !Eijk 0(Dvi)!\ (Dv j
) 

(Dv i=:dv i + E ij k 0 A
j

). 

Here, ]() denotes the covariant derivative in 74 , 

(2.23a) 

(2.23b) 

According to our philosophy concerning the field split­
ting (2.15a) we now try the identifications 

(2.24a) 

(2.24b) 

The longitudinal part of the "Yang-Mills field" lFi as the 
microscopic SO(3) gauge field produces the macroscopic 
SO(2) gauge field. Similarly, the Higgs field v(x) as the micro­
scopic matter field produces the macroscopic bound part b IF 
contributing to the mass of the source. 

In the following, we shall determine the connection 
( Ai (x) J and its curvature fields (IF;lx)} in the embedding 
bundle 74 such that the desired identifications are actually 
verified. 

III. SO(2) ELECTRODYNAMICS AS A REDUCED SO(3) 
SYSTEM 

If one wants to consider SO(2) electrodynamics as a re­
duced SO(3) system, one has to expect specific restrictions 
for the SO(3) objects, such as connection { Ai } and curvature 
{lFi }. The reason for this expectation is that some of the 
degrees of freedom of the higher-dimensional gauge group 
must be frozen in order that the higher-dimensional repre­
sentation [here SO(3)] becomes strictly equivalent to the low­
er-dimensional case [SO(2)]. One of those specific configura­
tions is known as "Higgs vacuum"; this field configuration is 
also the starting point for the construction (2.24) to be con­
sidered below. But the bundle embedding 74---+-74 first leads 
to another special type of SO(3) field configuration, which 
may be called "Yang-Mills vacuum." So we first describe 
the latter one and then perform the transition to the Higgs 
vacuum configuration. However, before relating these two 
different vacua to each other, some remarks must be made 
about the general properties of an SO(3) bundle 74 resUlting 
from its embedding into the trivial tangent bundle 74 over 
space-time M 4- • 

A. Bundle embedding 

The geometry of the tangent subbundle 74 exhibits some 
constraints resulting from the fact that its embedding bundle 
74 as the tangent bundle of M 4- is trivial. The triviality of 74 

is expressed by the vanishing of the curvature n of the ca­
nonical connection w over flat Minkowski space M 4- : 

n:=dw+w!\w=O. (3.1) 
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Here, n and ware 00(1,3)-valued two-forms and one-forms, 
respectively. According to the property (3.1), any represen­
tative of the canonical connection w is of the form of a pure 
gauge 

(3.2) 

where A is an element of the (proper) Lorentz group SO(1,3). 
The decomposition oftheoo(I,3) elementw (3.2) with respect 
to a basis {Lj l ] of generators of the Lorentz group is given 
by4 

w = AjL j + Bj/
j
, (3.3) 

where (Lj] are the generators of the rotation subgroup SO(3) 
and { Ij 

] denote the Lorentz boost operators. The connection 
coefficients A j , B j of the canonical connection ware ex­
pressed by the tetrad vectors {el' (x)] = (u;v,k,h] (x) ass 

'k Aj = i€/ (ej·Vek ), (3.4a) 

Bj = - (ej·Veo), (3.4b) 

and satisfy the relations 

dAj + !€/k Aj 1\ Ak = !€/kBj 1\ Bk , 

dB j + €/kAj 1\ Bk = O. 

(3.5a) 

(3.5b) 

These relations can now be exploited for the geometry 
in the SO(3) subbundle 74, The connection iii in 74 is obtained 
by projecting the canonical connection one-form w (3.3) onto 
the 00(3) subalgebra of the Lorentz Lie algebra 00(1,3): 

iii = AjL j. (3.6) 

The 00(3) curvature fields {F j ] of this connection are given 
by 

'k 
F j = dAj + !€/ Aj I\Ak' (3.7) 

which may be also put in the form 

Fj = !€/"Bj 1\ Bk , (3.8) 

when (3.5a) is used. 
The connection coefficients Bj acquire the meaning of 

extrinsic curvature fields for the distribution.2i spanned lo­
cally by the subframe vectors (v,k,h] (x) and (3.5b) is written 
more conveniently in SO(3) covariant form as 

(3.9) 

This means that the extrinsic curvature fields B j are covar­
iantly constant. This covariant constancy can be used for a 
very short and elegant verification of the Bianchi identity in 
74 : 

(3.10) 

if one uses (3.8) for the curvature fields lFj • The Bianchi iden­
tity (3.10) in 74 ensures also the validity of the Bianchi identi­
ty (2.8) for the macroscopic field (2.23), which is readily veri­
fied by observing 

(3.11) 

Let us make some final remarks concerning the embed­
ding 74~4' Since the connection iii (3.6) in 74 was obtained 
by projecting the connection (w) of a trivial embedding bun­
dle (1"4)' there are some special features which are not present 
in the general case. The special form (3.8) of the curvature 
fields lFj and the covariant constancy of the extrinsic curva-
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ture fields Bj are only valid on account of the special connec­
tion iii (3.6). On the other hand, the relation between fields lFj 

and "potentials" Aj (3.7), the formula (2.23) for the subbun­
dIe curvature F, the Bianchi identities (2.8) and (3.10), and 
the double operation of the covariant derivative D in (3.11) 
are valid for any connection in 74 , We have to remember this 
fact later on when we change the connection iii in 74 in order 
to obtain the identification (2.24), which cannot be obtained 
by a projectively generated connection such as iii (3.6). We 
are demonstrating this now by applying the present embed­
ding mechanism to the bundle 7'4 with its curvature IF being 
the monopole field (2.3). 

B. Yang-Mills vacuum and charge quantization 

In Ref. 4 a special section e(x) = (u;v,k,h] (x) in the tri­
vial principal bundle A4 associated to the tangent bundle 1"4 
over Minkowski space M 4- has been used to perform the 
splitting of 1"4 into the Whitney sum of 7'4 and 74 , Utilizing 
now the subframe e(x): = (v,k,h] (x) as a section in ..14 asso­
ciated to 74 we find that the curvature fields (:Fj ) ofthe pro­
jectively generated connection iii (3.6) in 74 vanish. This can 
be immediately seen by means of (3.8) and the specific result 
found for the extrinsic curvature fields Bj 

Bj = - (ej·ti)n, (3.12) 

which are all proportional to the single one-form n. Thus 74 
is a trivial bundle 

Fj=O, (3.13) 
and consequently the Euler class (2.23) ofthe subbundle 7'4 
acquires the specific shape 

o 'k' 
lF~lF = - !€/ (Dv) 1\ (Dvj)vk • (3.14) 

This means that the macroscopic field IF is built up sole­
ly by the Higgs field v, wheras the Yang-Mills field contri­
bution is zero. Such a field configuration we call a "Yang­
Mills vacuum," which is just the opposite of a Higgs vacuum 
where the macroscopic field F is built up by the Yang-Mills 
field alone (see below). 

In the case of vanishing curvature (3.13), one can always 
find an SO(3) gauge transformation Six) = {Sj(x)]ESO(3) 

e; = S{ej , (3.15) 

such that the new potentials {Aj ] 

Aj =SjjAj +l:j (l:};j=S-I.dS) (3.16) 

vanish9 everywhere in M 4- : 

Aj=O. (3.17) 

Therefore, the SO(3) covariant derivative D can be replaced 
by the ordinary one (d), and the macroscopic field (3.14) as­
sumes an especially simple form 

F= -!€ijk0(dvi)l\(dV)==-dS2. (3.18) 

It just becomes (the pullback ot) the surface element dS 2 on a 
unit sphere S 2 contained in the typical fiber E ( - 3) of 74 
[observe vivj = - 1, the fiber metric is here gij 
= diag ( - 1, - 1, - 1)]. In view of this fact, it is especially 

easy to find the monopole charge g (2.10) as 

g= ~flF= -1, (3.19) 
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because the Higgs vector v covers the unit sphere S 2 just 
once. 10 This is seen immediately by remembering that the 
potentials Ai> in the gauge where ~ = 8\, have been found 
originally to be given in SZ-coordinates W,q?) as 

Al = cos tJ dq?, A z = - sin tJ dq? A3 = dtJ. (3.20) 

Consequently the Euler class i (2.9) is 

i = - sin tJ dtJ 1\ dq? (3.21) 

and the charge integral (3.19) measures the surface area of 
the unit sphere S 2. 

Observe, however, that the magnetic charge g is always 
quantized (gEZ) if the monopole field F is an Euler class being 
always of the form (2.23). This result holds also if(3.13) is not 
valid, which is seen most readily if the field (2.23) is put into 
the form 

F = - dS z + dA{vJ (A{vJ: = ~A;). (3.22) 

Only the first term on the right of (3.22) contributes to the 
charge and ensures that g is an integer (= winding number 
of the map v:M 4- -S Z). The second term is evidently a total 
differential and cannot contribute to g as a consequence of 
Stokes theorem (2.10). In this way, the property of the mac­
roscopic field F of being an Euler class and therefore also 
being an element of the cohomology group H 2(M 4- ,.'l) has 
been demonstrated in general. 

c. Transition to a Higgs vacuum configuration 

The Higgs vacuum configuration for the SO(3) field var­
iables {Ai> cp; J 

cp;: = (Wi' (cp ;cp;) = - cp 2 <0, (3.23) 

is a special solution to the Yang-Mills-Higgs field equa­
tions2 

D*F; = €ijkCP k*Dcpj, 

D*DA.; = a*v 
'I' acp; , 

following from the variational principle 

8 f *.2" = 0, 

(3.24a) 

(3.24b) 

(3.24c) 

where the Lagrangian four-form density * .2" is given by 

*.2" = !Fi 1\ F; + !(Dcp i) 1\ *(Dcp;) - *V. (3.25) 

The second half of the field equations for the Yang­
Mills fields F; is given by the Bianchi identity (3.10) quite 
analogously to the abelian case (2.2a). The particular solu­
tion to the field equations (3.24) called "Higgs vacuum" (de­
noted hereafter by a bar) may be characterized now by the 
requirement that the Higgs vector field cI»(x) be a covariantly 
constant section in 74 : 

Dcp; = 0, 

V(cp;) = o. 
(3.26a) 

(3.26b) 

If the Higgs vacuum extends up to the location ofthe mono­
pole, one deals with a point monopole and one can dispense 
with the potential V. The Higgs vacuum conditions (3.26) 
now assume the shape 
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cp;=~~, 

~ = const, V(~ ) = 0, 

fi~=o. 

(3.27a) 

(3.27b) 

(3.27c) 

For the sake of simplicity, we assume ~ = 1 in the following. 
The requirement (3.27c) restricts the potentials A; to 

the form 

A; = - €ijkvi dv" - A{vJvi> (3.28) 

where A{ v J has already been defined in (3.22). As a conse­
quence of this restricted form of the connection coefficients 
A;, the curvature fields assume the very specific shape 

(3.29) 

where F is just the Euler class (2.23) ofthe subbundle 1'4 C74 
defined by the Higgs vector v(x). Using the definition (3.7) of 
the curvature fields F; the Euler class F is found in the ver­
sion (3.22) which may be easily transformed back to (2.23). 
Observe that in Yang-Mills-Higgs theory the bundle 74 is 
not considered as embedded in a trivial SO(1,3) bundle 1"4 as 
was the case in our approach to the monopole field. Conse­
quently, there are no extrinsic curvature fields B; in 74 as 
long as one does not make use of the embedding 7r~1"4' 

After the Higgs vacuum configurations have been in­
troduced within the framework of Yang-Mills-Higgs the­
ory, the question must be faced now how the Yang-Mills 
vacuum, found in our approach, can be transformed to a 
Higgs vacuum? The Higgs vacuum shall turn out as the more 
convenient starting point for searching for the splitting (2.24) 
of the monopole field. 

The desired transition is readily obtained by observing 
that for any configuration { Ai } the following change of con­
nection (Ai~Ai) in 74 results in a Higgs vacuum: 

Ai~Aj = Ai + €ijk v"Dvi. (3.30) 

This assertion is readily proved by simply calculating the 
covariant derivative Dvi [cf. (2.23b)] of the Higgs vector field 
by means of the new connection Ai instead of the old one 
(Ai)' This procedure directly leads to (3.27c). In the special 
case of our monopol~ field (2.3), where the connection {Ai J 
and its curvature {Fi} are zero [cf. (3.13) and (3.17)], the 
Higgs vacuum potentials (Ai J become especially simple: 

Ai = €ijkv"Dvi. (3.31) 

Further, the covariant derivative of the Higgs vector field v, 
agreeing with the first frame vector v(x) of the section e(x) in 
the trivial principal bundle A4 via the embedding 74~4' is 
found after some calculations to be 

(3.32) 

Here, the projector P refers to the distribution..a embedded 
into.J 

P~ = 8~ + ~Vj = - kikj - h jhj' (3.33) 

Further, the one-forms { ef } are the dual objects with respect 
to the triad vectors {ei J = (v,k,h J defining the SO(3) gauge 
e(x): 

ef(e;) = 8ij • (3.34) 

The Higgs vacuum potentials Ai (3.31) for the monopole 
field become in the chosen gauge 
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(3.35) 

By direct use of(3.7) it can be shown that the curvature 
fields Fi of the Higgs vacuum potentials Ai (3.35) really lead 
to 

Fi = -viF, 

with F being the macroscopic monopole field (2.3). 

In the next section, we start from the Higgs vacuum 
potentials (3.35) and obtain the splitting (2.24) into bound 
and radiation fields. 

IV. BOUND AND RADIATION FIELDS OF THE SO(3) 
MONOPOLE 

The vacuum configurations of Yang-Mills and Higgs 
type discussed in the preceding section are opposite to each 
other in the sense that, in the Yang-Mills vacuum case, the 
macroscopic monopole field F (2.3) is due to the Higgs field 
alone [cf. (3.14)]; whereas, in the Higgs vacuum case, the 
field F is generated by the Yang-Mills field alone [cf. (3.29)]. 
In the following, we look for an intermediate configuration 
such that both microscopic fields (Fi ,") contribute to the 
macroscopic field F in the way described in (2.24). That in­
termediate configuration is found by a change of connection 
similar to that one which led from Yang-Mills vacuum to 
Higgs vacuum [cf. (3.30)]. However, the macroscopic field F 
must be invariant with respect to such a change of connec­
tion. Hence, let us first study this invariance condition. 

A. Invariance of the Euler class 

Starting from a Higgs vacuum configuration we try to 
change the connection I Ai 1 in T 4 in the following way gener­
alizing (3.30): 

Ai-Ai = Ai + Ci • (4.1) 

Here the one-forms Ci change tensorially with respect to an 
SO(3) gauge transformation (3.15) (as do the curvature fields 
Bi and Fi also): 

G=G~· ~~ 
By means of the new connection IAi 1 (4.1) the new 

curvature fields Fi are found via (3.7) as 

Fi = f\ + :fici + !€/Cj /\ Ck. (4.3) 

Consequently, the new Euler class due to the (unchanged) 
Higgs vector field v becomes [cf. (2.23)] 

F = F + d("C;). (4.4) 

Thus, the invariance (F=F) of the Euler class demands that 
("C;) be a total differential 

"C; = dlJl, (4.5) 

where lJI(x) denotes some space-time function. We do not 
discuss here the most general change of connection leaving 
invariant the Euler class; rather we restrict ourselves to 

(4.6) 

Observe, that the transition (3.30) to the Higgs vacuum is just 
of this type. Further, the new covariant derivative of the 
Higgs vector field v(x) becomes 
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(4.7) 

which may be inverted to yield [observe (3.27c)] 

C; = - €ijk v"Dvi . (4.8) 

Using the result (4.8), the new fields (4.3) can be cast into a 
more concise form. We have 

!€/kCj /\Ck = - v;{!€jk/¥(Dvi)/\(D0)}, (4.9) 

which just agrees with the bound field (2.24b). Consequently, 
the new fields (4.3) assume the special shape 

Fi = - v/F + DCi • (4.10) 

This form of the field is stringent if the assumption (4.6) is 
made and the starting configuration is a Higgs vacuum. 

B. The bound field 

For the desired identification (2.24b) of the bound field 
bF (2.15b) we must explicitly find the new covariant deriva­
tive ofthe Higgs vector field v. A solution to this problem is 
obtained readily by observing that in the static case (nonac­
celerated monopole: U=O) the radiation field r F (2.15c) must 
vanish and the monopole field is then produced by the Higgs 
vector field v(x) alone. Since in this case the extrinsic curva­
ture fields Bi (3.12) also vanish, we are left in (3.32) with 

Dv'~-IP'~ei. (4.11) 

Therefore, we now directly putII 

D" =p-IP~ej 
and further 

(4.12) 

Ai = Eijk v"Bi . (4.13) 

These connection coefficients vanish whenever the particle 
is not accelerated. This means that the curvature of this con­
nection can only be different from zero when the particle is 
accelerated and consequently irradiates electromagnetic en­
ergy momentum. Hence, the curvature fields are expected to 
be closely related to the radiation field, and this just tends 
into the desired direction. 

Finally, combining (4.8) with (4.12) yields 

If' ~ Jc - I i (4 14) 'Ui = - Eijk vp e. . 

Thus, (4.1) is really satisfied by (3.35), (4.13), and (4.14). 
In this way, we have reached the second half of our aim, 

namely to find that SO(3) connection I Ai 1 which brings 
about the identification (2.24b). The solution is given in 
(4.13) along with (4.12). Now we tum to the first part (2.24a) 
of the problem. 

c. The radiation field 

In order to show that the change of connection (4.1), as 
given in (4.14), really produces the macroscopic radiation 
field rF (2.15c) via (2.24a), we simply compute the curvature 
fields Fi of the connection (4.13) by means of (3.7). Obse~e 
that the form (3.8) for the Yang-Mills fields Fi is not valId 
here, because the modified connection (4.1) is no longer gen­
erated projectively from the canonical connection (j) in 7'4 (see 
Ref. 12). 

After some computations, the curvature fields F; of the 
connection I Ai 1 (4.13) are found to be 
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IF; = (V' Bj ) A C; - v;(Bj A Ci) + v; (V' Fj ). (4.15) 

Since the curvature fields {Fj } of the trivial connection {A; } 
vanish [cf. (3.13)], a comparison of (4.15) with (4.10) yields 
for the radiation field 'IF (see Ref. 13) 

'IF = BJ\ Ci, (4.16) 

and for the covariant derivative of the one-forms C;, 

DC; = (V'Bj)ACj • (4.17) 

Moreover, the (Poincare) dual of (4.17) is found to be 

*DC; = (v.iJBj ) A DVj> (4.18) 

which we shall need when studying the field equations be­
low. 

Now, inserting the extrinsic curvature fields Bj from 
(3.12) and the connection one-forms Ci from (4.14) into the 
result (4.16) one really finds the radiation field' IF as given by 
(2.15c). This can be seen im!'lediately because the C; (4.14) 
contain the ,jp(2) generator L in its SO(3) form9 

C -IL- j i=P ije, 

L- i - (v L- k)i .-lei h ik k ih j - k j = - Vkt:j = j - j' 

which also occurs in (2.15c). 

(4. 19a) 

(4. 19b) 

Thus, we have also reached the second goal, namely the 
identification of the macroscopic radiation field' IF with the 
"longitudinal" part of the Yang-Mills field (2.24a): 

'IF = vilFi = Bj A Ci = p-1n A L(o). (4.20) 

V. FIELD EQUATIONS AND CONSERVATION LAWS 

After the different geometric meanings of the bound 
and radiation field of the monopole have been revealed, we 
study now the implications of the nonabelian field equations 
in connection with the splitting of the energy-momentum 
density as described in Sec. II C. There, the separate conser­
vation law (2.22) for the radiative energy-momentum density 
'T was partly a consequence of the Bianchi identity in the 
normal bundle 74 [cf. (2. 16a) and (2.17)] and partly it came 
about as a happy circumstance: The vanishing of the second 
term on the right of the conservation law (2.21) could be 
shown only by means of an explicit computation. But a geo­
metric necessity for the vanishing of this second term could 
not be found within the SO(2) framework. In this sense, there 
is no satisfactory geometric explanation for the separate con­
servation law (2.22) if one remains within the SO(2) symme­
try. 

The situation can be improved somewhat if one reconsi­
ders this problem within the embedding SO(3) geometry. 

Forming the energy-momentum density YM T of the 
Yang-Mills field {lFj } (4.10) similarly as in the abelian case 
(2.18), 

81TYMT = P PF; + *p P*F i 
JlV 'll vp 1J.L vp' (5.1) 

the density splits up into two parts on account of the ortho­
gonality relation (4.6) and the covariant constancy (3.27c) of 
the Higgs vector field v(x): 

(5.2) 

Here, the energy-momentum density 1 T is due to the trans­
verse part of the field {IF i } 
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81T IT - I" P1; + *1" p*'fi 
JlV - J ip, vp J jll vp' 

fi = !hl'v dxI' A dxv=DCi 

(viri = 0). 

If we now form the divergence of Eq. (5.2), 

(5.3a) 

(5.3b) 

V·YMT = V.' T + V,lT, (5.4) 

the terms referring to the Yang-Mills part (YM T) and the 
transverse part (1 T) can be shown to vanish separately: 

V·YMT = 0, (5.5a) 

V·IT = O. (5.5b) 

Hence we are left with the desired conservation law (2.22) for 
the radiative part 'T. On the other hand, the conservation 
laws (5.5) c~n be closely related to the vanishing of the curva­
ture fields lFi for the Yang-Mills vacuum [cf. (3.13)]; in this 
sense one has traced back the separate conservation law for 
'T to the existence of a Yang-Mills vacuum configuration in 
the embedding bundle 74 , We shall study this effect now in 
some detail. 

A. Conservation law for the Yang-Mills density YM T 

The divergence of the energy-momentum density YMT 

of the Yang-Mills fields lFi may be written in a form analo­
gous to the abelian case (2.21) as (e: = - *D*) 

41TV·YMT = *(elFi A *lFj
) - *(e *IF; A lFi). (5.6) 

Now the second term vanishes again on account of the Bian­
chi identity (3.10) and for the first term one finds 

e -2 k . 
lF i = 2p Eij v'Bk . (5.7) 

Therefore, using the curvature fields F; in the bundle 74 in 
the form (3.8), we find for the first term on the right of (5.6) 

elF; A *IF; = 2p-2(Dvi) A Fj • (5.8) 

o The Yang-Mills vacuum has vanishing curvature 
lFj = 0 (3.13) and thus one really finds the assertion (5.5a) 
satisfied. Observe again, that the continuity equation (5.5a) 
holds despite the fact that the homogeneous field equations 
(3.24a) are not valid here [cf. (5.7)]. 

B. Conservation law for the transverse density 1 T 

As for the continuity equation (5.5b) for the energy­
"!.omentu~ density 1 T one starts again with the identity 
(e: = - *D*) 

(5.9) 

Since the two-forms f; =DC; are not gauge fields (as are the 
curvature fields lFj ), there does not exist such a relation as a 
Bianchi identity, which automatically ensures the vanishing 
of the second term on the right of the divergence equations. 
Therefore, we have to show here explicitly that the second 
term nevertheless vanishes. 

Indeed, an actual computation shows that the extrinsic 
curvature fields again emerge in the form 

- * _ -2-' e fj - P Pj'Bj , 

and hence the second term in (5.9) is found to be 

e *C j A r = - p-2(Dvi) A Fj> 

M. Sorg 

(5.10) 

(5.11) 

96 



                                                                                                                                    

which again vanishes on account of (3.13). Here, we have 
used also the covariant derivative fi referring to the Higgs 
vacuum connection {A; } (3.35). The reason for this choice is 
that the f; are the exterior covariant derivatives of a tensor 
one-form C; (5.3b) with respect to the Higgs vacuum connec­
tion {A; }. This simplifies the calculations by observing that 
the Higgs vacuum fields ii\ occurring on the double differen­
tiation process 

nDCi = ~/KFj /\ Ck (5.12) 

are especially simple [cf. (3.29)]. 
Similarly, a detailed computation of the first term on 

the right of (5.9) gives 
Cv -2 jk B v .. ; =p ~; Vk j 

and therefore 

(5.13) 

er; /\ *f; = p-2~jklV1Cj /\ F k' (5.14) 

which again vanishes on account of (3.13). 
In this way, we have verified the continuity equation for 

the transverse density IT (5.5b). Both conservation laws 
(5.5a) and (5.5b) could be related to the existence of a Yang­
Mills vacuum in the embedding bundle :;:4' This is then also 
true for the radiative density' T which is given in terms of 
YMT and IT by Eq. (5.2). Observe that the radiative conser­
vation law (2.22) follows now from (5.4) and (5.5). 

C. Radiative four-momentum' P 

Since both YM T and 1 T form together the radiative 
density' T, the question now arises to what extent this is also 
true for the corresponding integral quantities. The total irra­
diated four-momentum' P of the monopole is given by an 
integration of'T over a suitable three-chain C 3 CM4 [cf. 
(5.2)]. 

'p = r *'T = r *YMT _ r *IT = :YMp _"P. 
JC l JC l JC l 

(5.15) 

Since all fields involved (F;,' F,f; ) have explicitly been calcu­
lated in the foregoing sections, one can carry through the 
integration in (5.15) (see Appendix). One finds that the spe­
cial partitioning (2.24) of the total Yang-Mills field F; (4.10) 
into a longitudinal' F and transverse part (DC; ) just splits up 
the four-momentum YM P into equal transverse and longitu­
dinal contributions 

~ YMp ='P = lp = _ ~fs ds'(u.u)(s')u(s'). (5.16) 
2 3 -~ 

Here the integration runs over the past history ( - 00 < s' ..;s) 
of the monopole up to the present moment (s). The energy W 
irradiated per unit time by the point monopole is given now 
correctly by the well-known Larmor radiation rate (apart 
from dimensional constants) 

W= (u·'P) = - j(u u). (5.17) 

VI. CONCLUSIONS 

The foregoing arguments present an example for the 
original assertion that the embedding of abelian electrody­
namics into a higher-dimensional nonabelian field theory 
may produce (already in the classical domain) further inter-
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esting effects besides the emergence of smooth particlelike 
solutions. Whereas the latter effect mainly refers to the static 
case and avoides the divergent problems for the classical 
field energy, the new aspects of the embedding now aim at 
the radiation parts of the fields when the sources are arbitrar­
ily accelerated. 

In the case of a single, arbitrarily moving monopole, the 
embedding SO(2) __ SO(3) could be performed in such a way 
that an intermediate field configuration between the two ex­
tremes of Higgs and Yang-Mills vacua arose. In the Higgs 
vacuum configuration (3.26), the macroscopic monopole 
field F (2.3) is produced by the Yang-Mills field F/ via its 
longitudinal component (viFi ) [cf. (3.29)]. On the other 
hand, the macroscopic field F in a Yang-Mills vacuum con­
figuration is traced back to the Higgs field v(x) [cf. (3.14)]. 
The existence of two different microscopic field configura­
tions leading to the same macroscopic monopole field is due 
to the possibility of changing the connection (iJ in the embed­
ding SO(3) bundle 74 without altering the Euler class F of the 
reduced bundle 1'4 [cf. (4.4) and (4.5)]. 

This freedom on the microscopic level was exploited in 
order to choose the microscopic fields Fi in such a way that 
the radiation part 'F (2.15c) of the macroscopic field F is 
produced by the microscopic Yang-Mills field F; via its lon­
gitudinal component (vi Fi ), whereas the macroscopic bound 
part bF is built by the Higgs vector field v(x) [cf. (2.24)]. 

It seems to us that the macroscopic splitting of the enti­
ty F into its bound and radiation parts has now been linked to 
a more fundamental gauge-independent separation on the 
microscopic level, where different kinds of fields can be used 
for the different aspects of the macroscopic entity IF. Unfor­
tunately, this could be demonstrated only for the single-par­
ticle case; it remains to be seen whether the present results 
also apply to the general multimonopole configuration. 

APPENDIX: COMPUTATION OF THE FOUR-MOMENTA 

Using the extrinsic curvature fields Bi (3.12) and the 
changes of connections C; (4.14) yields the radiation field' IF 
via (4.16). Its explicit form has already been presented in 
(2.15c). Thus the radiative density'T (2.19b) turns into 

'T = - (41rp2)-I{(UU) + (vu)2}n®n. (AI) 

Smilarly, inserting the transverse fields fi = DCi (5.3b) 
as given by (4.17) into the definition of the transverse density 
"T (5.3a) yields 

IT = 2(41Tp2)-I(vufn ® n. (A2) 

Finally, the Yang-Mills density YM T (5.1) is found as 

YMT = (41rp2)-I{(VU)2 - (uulln®n. (A3) 

Obviously, all three kinds of densities are of the same struc­
ture and the integrations (5.15) 

p= r *T (A4) 
JC 3 

can be done very conveniently by means of the technique of 
retarded integration. 14 

In this method, the three-cell dC 3 on the hypersurface 
C 3 of integration is expressed by a solid angle element dl1' 
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FIG. 2. The hypersurface C 3 to be used for the integrations (A4) is chosen as 
the three-plane C i cutting the world line 2:x = z(s) orthogonally at the 
event z, where the momentum P is to be determined. The proper time for 
this event is s and the four-velocity is u. The three-cell d C i is cut out of C i 
by two light cones L 3(S') and L 3(S") with vertices at the earlier events 
z I = z(s') and z" = z(s") (s" < s' < s) on the world line 2. The integration over 
C i can now be split up into an angular integration over the intersections 

L 3 1\ C i , which have s' = const, and into an integration in orthogonal direc­
tion to these intersections, where proper time s' is varying. The whole three­
plane Ci is swept out when z' tends to z and z" is moved backwards along 
the world line up to the infinite past (s" ~ - (0). 

and by the proper time element ds' at earlier times (see Fig. 
2). The three-surface C 3 is chosen here to be that three-plane 
C i which cuts the world-line 2:x = z(s) of the monopole 
orthogonally in that event z at proper time s where the four­
momentum P has to be calculated. The corresponding four­
velocity is u. Therefore, the three-cell dC i on C i is 

dCi = *u(s)pfs,) {n(s')-u(s)] -I ds' dfJ '. (A5) 

If one computes now the values of the density three­
forms *'f upon the three-cell dC i the unwieldy factor 
(o(s')-u(s)) -I and the retarded distance Pis') drop out leaving 
us with the very simple angular integrations 

{ *YM'f = JS ds'i dfJ' (vuy - (uu)] (s,)n(s'), (A6a) 
JCi -00 lJ' 417 

{ *r'f = - IS ds' { dfJ' {(VU)2 + (uu)] (s') o(s'), 
JCi - 00 JlJ' 417' 

(A6b) 

1 Is f dfJ' *IT = 2 ds' --(vu)~)o(s'). 
c~ - 00 417' 

(A6c) 
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The angular integrals are readily found to be 

J dfJ ' ( . )2 (') 1 ( .. ) (') vu (s') 0 S = - - uu (s') US, 
417' 3 

(A7a) 

JdfJ' 
-o(s') = u(s'). 

417' 
(A7b) 

With these results, the four-momenta P (5.15) combine in the 
way given by (5.16). 
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This paper treats the linearized inverse scattering problem for the case of variable background 
velocity and for an arbitrary configuration of sources and receivers. The linearized inverse 
scattering problem is formulated in terms of an integral equation in a form which covers wave 
propagation in fluids with constant and variable densities and in elastic solids. This integral 
equation is connected with the causal generalized Radon transform (GRT), and an asymptotic 
expansion of the solution of the integral equation is obtained using an inversion procedure for the 
GRT. The first term of this asymptotic expansion is interpreted as a migration algorithm. As a 
result, this paper contains a rigorous derivation of migration as a technique for imaging 
discontinuities of parameters describing a medium. Also, a partial reconstruction operator is 
explicitly derived for a limited aperture. When specialized to a constant background velocity and 
specific source-receiver geometries our results are directly related to some known migration 
algorithms. 

I. INTRODUCTION 
The interpretation of seismic reflection data, ultra­

sound reflectivity imaging in medical applications, and var­
ious other methods of nondestructive evaluation require a 
solution to the inverse scattering problem. The inverse scat­
tering problem is nonlinear and different approximate solu­
tions have been suggested over the years. Some of the most 
useful in practice are the so-called migration schemes in geo­
physics. References 1-9 contain examples of such algor­
ithms. By a migration scheme (algorithm) in this paper we 
understand a technique o/imaging discontinuities of param­
eters describing the medium. 

It must be emphasized that the construction of these 
approximate solutions involves (explicitly or implicitly) two 
major, separate steps: the first step is a linearization of the 
inverse problem and the second step is the solution of the 
linearized inverse problem. 

In this paper the linearization is accomplished by a per­
turbation technique equivalent to the distorted wave Born 
approximation. We derive an integral equation formulation 
of the linearized inverse scattering problem for the Helm­
holtz equation. Analogous integral equations can be derived 
for fluids with variable density and for elastic solids. 

The primary concern in this paper is the solution of the 
linearized inverse scattering problem. It requires the inver­
sion of an integral operator with an oscillatory kernel. This 
operator is related-via the one-dimensional Fourier trans­
form-to the causal generalized Radon transform (GRT). 

The appearance of the GRT has a simple physical ex­
planation. In all cases where it is impossible to make mea­
surements directly inside the medium of interest, the only 
feasible measurements are integrals of certain combinations 
of parameters describing the medium. If these integrals are 
line integrals or integrals over hyperplanes we are dealing 
with the classical Radon transform. 10 Integrals with a 
weight function over more general hypersurfaces represent 
the generalized Radon transform. (Note that the problem of 

recovering a function from a knowledge of integrals over 
geometrical objects such as hypersurfaces can be viewed as a 
problem in the field of integral geometry.) 

To solve the linearized inverse scattering problem we 
invert the GRT. The inversion ofthe GRT is ofmathemat­
ical interest by itself. 11-16 In Refs. 14-16 a general explicit 
technique was developed for inverting the GRT. As we show 
here, this technique leads to an asymptotic solution of the 
linearized inverse problem of wave propagation. 

Miller7 recognized that seismic imaging for the general 
case of variable background and irregular source-receiver 
geometry could be cast as the problem of inverting a GRT. 
He derived an approximate imaging algorithm, using 
weighted and filtered backprojection of the data, and applied 
it to both synthetic and real examples. The weighting sug­
gested in Ref. 7 differs from what we obtain by an obliquity 
factor. 

In this paper we give an exact, formal answer to what is 
the proper weighting and filtering of the data, and, most 
important, to what is the nature of the reconstructed image. 

The inversion of the GRT requires the introduction of 
Fourier integral operators (FlO). A special role is played by a 
FIOoftheformF=R*KR (see Refs. 14-16). Here,R de­
notes the GRT, R * is an operator dual to R, and K is a one­
dimensional convolution operator; R * is also known as the 
generalized backprojection operator (GBO). The Fourier in­
tegral operator F was studied in Refs. 14 and 16, and it was 
shown that by properly choosing the convolution operator K 
and the weight function of the GBO the problem of inverting 
the GRT can be reduced to that of solving a Fredholm inte­
gral equation. 

By modifying slightly the arguments used in Refs. 14-
16 and exploiting the fact that F is "almost" the identity 
operator we rigorously establish a class of migration algo­
rithms as approximate solutions of the linearized inverse 
scattering problem. The approximation amounts to using 
only the first term of an asymptotic expansion for the "in-
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verse" GRT. Due to the nature of the asymptotics we are 
able to give a precise meaning to what is reconstructed by 
this first-order inversion for arbitrary configurations of 
sources and receivers, including the case of limited view an­
gles. In particular, we show that the (locations of) discontin­
uities of the unknown function describing the medium are 
recovered, rather than the function itself. 

We derive an algorithm for recovering these discontin­
uities for variable background velocity and an arbitrary con­
figuration of sources and receivers. Our derivation is valid as 
long as certain physically meaningful conditions on the glo­
bal structure of rays are satisfied. 

Until now, mathematically rigorous justifications relat­
ing migration to inverse scattering have been given only for 
migration schemes with constant background velocities and 
special source-receiver geometries. Previous workers, nota­
bly Norton and Linser l

? and Rose,18 have made the connec­
tion between the Radon transform and the linearized inverse 
scattering problem. Norton and Linser17 derived explicit in­
version formulas for a constant background velocity and 
coincident sources and receivers for plane, spherical, and 
cylindrical apertures. They obtained certain backprojection 
algorithms as approximations to the exact inversion formu­
las. These backprojections are migration schemes in the 
sense of our definition. Specializing our results to their case 
we obtain the backprojection algorithm of Ref. 17 for a plane 
aperture. However, in the case of a spherical aperture our 
answer is different from that of Ref. 17. Our approximation 
remains valid even if the point of reconstruction is not close 
to the center of the spherical aperture. As an additional ex­
ample, we obtain a migration algorithm for sources and re­
ceivers located on a plane and separated by a fixed distance. 

II. LINEARIZATION OF THE INVERSE PROBLEM 

To linearize the inverse scattering problem we use a 
standard procedure which is essentially a small perturbation 
technique. Formally, this procedure can be stated as follows. 
Consider an equation of the form 

Lv=g, (2.1) 

where the operator L, 

L =Lo +LIJ 

is a perturbation of a known operator Lo by an operator L 1• 

Assuming that we can-exactly or approximately-invert 
the operator Lo, we look for a solution of the equation (2.1) in 
the form 

where 

vin =LO-Ig, 

and L 0- I denotes the inverse operator. Substituting this into 
(2.1) and applying L 0- I to both sides of the equation we 
obtain 

VSC = - L 0- ILlvin - L 0- ILlvsc• 

By making the (single scattering) approximation 

vsc::::: - L 0- ILlvin, 
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(2.2) 

we linearize the relation between the function VSC and the 
perturbation L I' 

Let us now apply this procedure to the Helmholtz equa­
tion which describes wave propagation in a fluid of constant 
density. Without complicating the necessary arguments we 
treat this equation in n space dimensions since the dimension 
enters only as a parameter. 

First, we consider the case where the perturbation is 
about a constant background velocity, which we take to be 1. 
Assuming then that the index of refraction nix) of the medi­
um in some region X can be written as 

n2(x) = I + fix), 

the goal is to characterize the functionf(x) from observations 
of the scattered field on the boundary ax of the region X, as 
generated by a known incident field. Let us assume that the 
incident field is due to a point source located at a point 1J on 
the boundary ax. The operator Lo is the Helmholtz operator 
for a constant-velocity medium, i.e., 

Lo=V; +k2, 

where V; is the Laplacian operator in spatial variables and 
the perturbation is 

LI = k 2f(x). (2.3) 

The incident field is given by the Green's function 

i ( k )(n - 2)12 

V
in

(X,1J) = - 4 21T\X -1J\ H!!)_2Jl2(k Ix -1JI), 

where H !!) _ 2)/2 is the Hankel function of the first kind. We 
use the first term of the asymptotic expansion of the Hankel 
function to approximate vin by 

k (n- 3)12 
vin(x,1J):::::e - i(1T12)(n + 1)/2 eik Ix - 'II, 

2(21Tlx - 1J I)(n - 1)/2 

(2.4) 

which is exact for n = 3. Since the operator L 0- I is defined 
in terms of the Green's function, we obtain from (2.2) the 
(first term of the asymptotic expansion of) integral represen­
tation of the singly scattered field VSC as 

sc ( - ik r - I 1 eik Ix - s leik Ix - 'II 

v (k,5,1J) = 4(21T)n-1 x (Ix _ 5 IIx -1Jlt- I )/2 f(x)dx. 

For n = 3, (2.5) yields VSC as 

k 2 1 eiklx-sl eiklx-'II 
V

SC

(k,5,1J) = - 16~ x Ix - 51 Ix -1J1 f(x)dx. 

(2.5) 

Let us now consider the case of variable background. 
Assuming that the index of refraction of the medium in some 
region X is of the form n2(x) = n~(x) + fix), where no(x) is 
known, the problem, again, is to characterize the function 
fix) from observation of the scattered field on the boundary 
ax. Now Lo is the operator 

Lo = V; + k2n~. 
The perturbation LI is of the form (2.3) 

Again, we choose the incident field to be due to a point 
source, so that 

(V; + k2n~)vin(x,1J) = 8(x -1J), (2.6) 

where 1J indicates the position of the source. As an approxi-
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mate solution of(2.6) we use, in place of (2.4), the first term of 
the geometrical optics approximation 

vin(x,7])::::e - i(1T/2)(n + 1)/2k (n - 3)/2A in(x,7])eik~;n(X.'1). (2.7) 

Here, ¢ in(x,7]) is the phase function and satisfies the eikonal 
equation 

(V X¢ in)2 = n~ (x). (2.8) 

FunctionA iD(X,7]) is the amplitude and satisfies the transport 
equation along the ray connecting the source at 7] on the 
boundary ax and the point x inside the region X, 

A inV;¢in + 2VxA in·Vx¢in = O. (2.9) 

We note that the factor e- i(1T/2)(n + 1)/2k (n-3)/2 in (2.7) is ob­
tained by matching the geometrical optics approximation 
(2.7) with the exact solution in the neighborhood of the 
source for large k. 

If we interchange source and receiver positions then 
(2.7) also yields the approximation vout(x,s) for the Green's 
function (which defines the kernel of the operator L 0- 1). 
Thus, we arrive at 

vout(x,s)::::e - i(1T/2)(O + 1)/2k (n - 3)12A out(x,s )eik~out(x.s), 

(2.10) 

where ¢ out(x,s) satisfies the eikonal equation in (2.8) and 
A out(x,s ) satisfies the transport equation along the ray con­
necting the point x and the receiver at the point 5 on the 
boundary ax, 

A outV;¢out + 2VxA out·Vx¢out = O. (2.11) 

In general, one can solve the eikonal equation (2.8) by 
ray tracing. The transport equations in (2.9) and (2.11) then 
reduce to ordinary differential equations along rays. 19 If the 
background index of refraction no(x) is discontinuous then 
the rays satisfy Snell's law on surfaces of discontinuities and 
appropriate transmission coefficients have to be used in 
computing the amplitudes on these surfaces. We formulate 
the assumptions we need to make about the glObal structure 
of rays-and, therefore, about the background index of re­
fraction-in the next section. 

Combining (2.2), (2.3), (2.7), and (2.10) we find the (first 
term of the asymtotic expansion of) integral representation 
of the singly scattered field 

vSC(k,s,7]) = ( - ik )n-1Li~out(X.S)eik~;n(x.'1) 

XA out(x,s)A in(x,7])J(x)dx, (2.12) 

as a function of the receiver position 5, the source position 7], 
and wave number k. The integral representation (2.12) is an 
integral equation for the unknown function! 

Analogous integral equations can be derived for fluids 
with variable density and for elastic solids. We shall present 
the derivation elsewhere. In these cases integral equations of 
the type in (2.12) relate the singly scattered field to a combi­
nation of parameters characterizing the medium. For elastic 
media we obtain a system of four integral equations corre­
sponding to p-p, p-s, s-p, and s-s scattered fields, and the 
phase functions ¢ in and ¢ out satisfy different eikonal equa­
tions corresponding to the indices of refraction of p and s 
waves. The amplitudes A in(x,7]) andA out(x,s) satisfy the cor-
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responding transport equations along the rays connecting 
points x,7] and x,S, respectively. In the following sections we 
consider the integral equation (2.12) in a form which covers 
these cases. 

III. THE INTEGRAL EQUATION OF THE LINEARIZED 
INVERSE PROBLEM AND THE CAUSAL GRT 

It was shown in the previous section that the lineariza­
tion of the inverse scattering problem leads to the integral 
equation 

v(k,S,7]) = (- ik )n-lLJ(x)a(x,S,7])eik~(X'S''1) dx, (3.1) 

where X is the domain of definition of the unknown function 
J(x), 5 and 7] are points on the boundary ax corresponding to 
receiver and source locations, and k is the wave number. The 
phase function ¢ (x,S,7]) is the sum of two phase functions 

¢ (x,S,7]) = ~ (x,S) + ¢ (x,7]), (3.2) 

which satisfy the eikonal equations 

(Vx~ (x,S W = n2(x), (3.3a) 

and 

(V x¢ (X,7]))2 = 1i2(X). (3.3b) 

In (3.3a) and (3.3b), nand ii are indices of refraction, i.e., 
positive bounded functions. We have replaced ¢ out and ¢ in 

by ¢ and ¢. The functiona(x,S,7]) in (3.1) replaces the product 
of the amplitudes A out and A in 

a(x,S,7]) = A out(x,s)A in(x,7]). (3.4) 

Both A out and A in are positive since they are solutions 
of the transport equations in (2.9) and (2.11). This is true even 
for discontinuous indices of refraction n and ii as long as the 
global structure of rays satisfies the assumptions formulated 
later in this section. Therefore, a(x,S,7]) is positive on 
X X ax X ax and can be called a weight function. We as­
sume, in addition, that a(x,S,7]) is infinitely differentiable, 
namely, a(x,S,7])EC co (X Xax XaX), where X is any com­
pact set contained in X. 

The integral equation (3.1) is related to a causal GRT. 
To see this, consider the transform R defined by 

(RJ)(t,s,7]) = fJ (x)a(x,s,7])8 (t - ¢ (x,s,7]))dx, for t>O, 

(RJ)(t,s,7]) = 0, for t"O. (3.5) 

We call the transform R in (3.5) the causal GRT for obvious 
reasons and note that the transform R agrees with the GRT 
as defined in Refs. 14-16 for t>O. However, the integral in 
(3.5) is not defined for t < 0, and it is natural to set 
(RJ)(t,s,7]) = 0 for t"O. Since in this article we consider only 
the causal GRT, we drop the word causal. 

The Fourier transform (RJf(k,S,7]) of (RJ)(t,S,7]) in (3.5) 
with respect to t yields the integral in (3.1) up to the factor 
( - ik t- \ since the function v(k,s,7])1( :: ik t: 1 can be 
shown to satisfy the dispersion relation if ¢ and ¢ are posi­
tive. Thus, 

v(k,s,7]) = ( - ik)n -l(Rff(k,s'1/). (3.6) 

We consider the problem of finding the functionJ(x) in 
(3.1) in the following two situations: (i) the position of the 
source is fixed, i.e., we are given v(k,s,7]) for fixed 7] and for a 
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set of values seiJX; and (ii) the position of the receiver is a 
function of the position of the source, i.e., we are given 
v(k,s (71),71), where S (71) is a known function of 71, for a set of 
values 71eiJX. 

We specialize the arguments of Refs. 14 and 16 to the 
case of the integral equation in (3.1). Having established the 
relation of the integral equation in (3.1) to the GRT it be­
comes natural to introduce the same generalized backprojec­
tion operator and Fourier integral operator used in Refs. 14-
16 to study the integral equation in (3.1). This we do in Sec. 
IV of this article. 

We make the following assumptions about the domain 
X, its boundary ax, and indices of refraction in (3.3a) and 
(3.3b). 

Let nIx) be the index of refraction in the region X and let 
S~ - I be the unit sphere with the center at the origin of the 
tangent space at the interior point xEX. Here, S ~ - I repre­
sents all directions at the point xEX. Let (y(x,s) I be a family 
of geodesics (rays) of the metric n(x)dx connecting the point x 
with points seiJXo, where axocax is an open region of the 
boundary. Each ray within the family has a direction 
wES~ - I at the point x. Thus the family of rays maps direc­
tions at the point x (an open domain of the unit sphere S ~ - I) 
into ax 0. In this article we always assume that this map is an 
orientation-preserving diffeomorphism. Algebraically this 
means that certain lacobians do not vanish. Physically it 
means that if a source located at an interior point of X illumi­
nates a region axo on the boundary, then this region can be 
smoothly contracted along the rays into a part of a small 
sphere around the source. We note that this assumption 
leads to the uniqueness and stability estimate in the inverse 
travel time problem. 20 When the index of refraction is con­
stant this condition is satisfied for domains which are star 
shaped with respect to points of reconstruction. These in­
clude all practical configurations in geophysics, tomo­
graphy, and nondestructive testing. 

Our next remark deals with the domains of definition of 
the operators that appear in this article. We always define 
operators on functions which belong to the class eO' (X) or 
e "" (X). However, we can extend the domain of definition to 
the appropriate dual class of generalized functions by the 
standard procedure (see Appendix B). Thereby, we consider 
such an extension automatically performed each time we 
define an operator in this paper. 

IV. ASYMPTOTIC SOLUTION OF THE LINEARIZED 
INVERSE PROBLEM WITH A FIXED INCIDENT FIELD 

In this section we construct an asymptotic solution of 
the integral equation in (3.1) given the function v(k,S,71), 
where 71-the position of the source-is fixed. For the sake 
of brevity the dependence on 71 will sometimes be sup­
pressed. Thus, we write the integral equation in (3.1) as 

v(k,s) = (Wf)(k,s), (4.1) 
where 

(Wf)(k,s) = ( - ik )D - lif(x)a(x,s )ei~ (x,S,1]Jdx. (4.2) 

In (4.1) and (4.2), v(k,s) and a(x,s) stand for v(k,S,71) and 
a(x,S,71) in (3.1). The phase function tP (X,S,71) is described in 
(3.2). 
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We now introduce the generalized backprojection oper­
ator R * dual to the generalized Radon transform R. For 
infinitely differentiable functions u(t,s )ee ""(R+ XaX) we 
defineR * as 

(R *u)(y) = r u(t,s) I b(y,s)ds. (4.3) Jax t=t/>(Y,S,1]) 

The weight function b ( y,S ) is a smooth, non-negative func­
tiononX XaX,b (y,s)ee ""(X XaX), which we have chosen 
to be 

b(y,s)= [h (y,s)la(y,s)] X(y,s), (4.4) 

where h ( y,s ) is the determinant 

[

tPY1 tPY2 

h (y,g) = i"" ~,,', 
tPY1Sn _ 1 ~Y2Sn_1 

(4.5) 

and X (y,S ) is a cutoff function. The cutoff function X (y,s) is 
described below and is chosen to ensure that X ( y,s )h (y,s) 
>0 on X X ax. The J2hase ~unctions tP, ~, and (J are related by 
(3.2). The functions tP and tP are solutions of the eikonal equa­
tions (3.3a) and (3.3b). Our particular choice (4.4) of the 
weight function b (y,s ) in (4.3) makes it possible to regularize 
the problem of inverting the GRT as was shown in Refs. 14 
and 16. 

We now change the variable of integration in (4.3). For 
each point y in the interior of X let w denote a point on the 
unit sphere S; - 1. This means that w is a direction at the 
point y. For the ray with direction w at the interior point yeX 
let S (w) be the point of intersection of that ray with the 
boundary ax. According to the assumptions formulated in 
the previous section, the function S = S (w) is invertible and 
has continuous partial derivatives of the first order. We 
choosewES;-l to be the new variable of integration in (4.3). 
From Lemma A in Appendix A it follows that 

h (y,s)ds = nD(1 + (iiln)cos 1/J)dw, (4.6) 
where 

cos 1/J(y,s) = [Vy~ (y,S ).Vy(J (y,71)]/n( y)ii( y), (4.7) 
and dw is the standard solid angle differential form on the 
unit sphere S; - 1. 

Substituting (4.6) in (4.3) we rewrite R * as 

(R *u)(y) = nD(Y)l u(t,s)I X(y,s) 
S~-I t=t/>(Y'S,1]) a(y,s) 

X [1 + ~(y) cos 1/1( y,S )]dw, (4.8) 
n(y} 

where S = S (w). In this form the operator R * can be comput­
ed explicitly by making use of ray tracing. 

It remains to define the cutoff function X (y,s). Given 
the interior point yeX and the boundary point seiJX we set 
X (y,s) = 0, if 1 + [ii( y)ln( y)]cos 1/J( y,s )<0. Choosing an 
arbitrarily small E> 0 we set X (y,s) = 1, if 1 + [ii( y)l 
n( y)]cos 1/J( y,s »E, and define X (y,S ) elsewhere so that it is 
infinitely differentiable and O<X (y,s)< 1. 

Let aX1](Y) be the region of the boundary defined by 

aX1](Y) = (seiJX: cos 1/J(y,s) < - [n(y)lii(y)] +El. 
Let aX~(y) be the complement ofaX1] (y), i.e., 
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ax~(y) = ax\.axTJ(y). 
To describe aXTJ( y) and, therefore, ax~ (y) for a given interi­
or pointyEX,·three cases can be distinguished. 

(1) n( y) > ii( y). In this case aXTJ (y) is empty since E can 
be chosen sufficiently small. 

(2) n( y) = ii( y). In this case for sufficiently small E the 
region aXTJ (y) consists of an E-neighborhood of the unique 
point So' where cos ,p( Y,so) = - 1. 

(3) n(y) <ii(y). In this case for any sufficiently small E 

the region aXTJ(Y) is a connected part of the boundary ax. 
The cutoff function X(Y,s)=1 on aX~(y). If (1) holds the 
cutoff function X (y,S )=1 on all of ax. If(2) holds the cutoff 
function isolates a single point So and is introduced here for 
technical reasons. In carrying out the integration in (4.8) one 
can set the cutoff function X (y,S )= 1 on the boundary ax. If 
(3) holds the cutoff function X (y,s) is zero on all but a small 
open subset ofaXTJ (y) which is determined by the choice of E. 

In carrying out the integration in (4.8) we can set E = 0 and 
X(y,s) = OonaXTJ(Y)· 

If v(k,s ) is available only on a part of the boundary ax 
we have to modify the cutoff function. We include an E­

neighborhood of the region where the function v(k,s ) is not 
known in the set ax TJ (y). Then X (y,s ) is again defined in such 
a way that it is infinitely differentiable with values 
O<X(y,s)<1 with X(y,s)=1 on aX~(y) = ax\.axTJ(y) 
and X (Y,s) = 0 on all but an arbitrary small subset within 
aXTJ(Y)' We denote the modified cutoff function again by 
X(Y,s)· 

Note, that if(3) holds-as in the case when the incoming 
wave is s-p converted at the point yEX in an elastic medi­
um-the angle ,po, such that cos ,po = - n( y)/ii( y) plays the 
role of a "critical angle" between the directions of incoming 
and outgoing waves at the pointy. 

We now consider the FlO defined by 

(Ff)(y) = _1_ ('" ( (eik4>(X,Y,s)A (x,y,s) 
(21Tt Jo JaxJx 

><f(x)dx ds k n - 1 dk, (4.9) 
where 

cp (x,y,s) = tP (x,S,?]) - tP (y,s,?]). (4.10) 

The function tP (x,S,?]) is described in (3.2), and 

A (x,y,S) = [a(x,s)/a(Y,s)]h (Y,S)X(Y,S), (4.11) 

where a(x,s) is the weight function in (4.2). Let us also intro­
duce the operator Y+; 

(Y+v)(t) = i" -I i'" v(k)e - ikt dk. (4.12) 
(21T)n 0 

We have 
F=R *Y+w. (4.13) 

To investigate the operator F we observe that the first term in 
the Taylor series for cP (x,y,s) is V ytP (y,S,?])·(x - y) and con­
sider the operator 

(Iaxof)(y) = _1_ ('" ( r eikV,#(Y,S,TJ)'(X-Y) 
~ (21Tt Jo Jax~(y,Jx 

Xh (Y,S )f(x)dx ds k n-I dk. (4.14) 

Changing variables of integration from k,s to p, where 

(4.15) 
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we find that 

dp=kn-1h(y,s)dsdk, (4.16) 

and, thereby, 

(Iaxof)(y) = _1_ ( (eiP"(X-Ylj(x)dxdp, (4.17) 
~ (21Tt Jn~(y) Jx 

wheref1TJ(Y) is the image of R+ XaX~(y) under the change 
of variables in (4.15). It follows from (4.17) that 

(laxof)(y) = _1_ r e-iP·J'.r(p)dp, (4.18) 
~ (21Tt Jn~(y) 

whereF(p) is the Fourier transform of the function/. It is 
clear that ifaX~ (y) = ax then the operator laxo is the iden-

~ 

tity operator. IfaX~(y) =l=aX, then the operator laxo in 
~ 

(4.18) is an operator of partial reconstruction. 
It is important to note that for each point yeX, the re­

gion ax~ (y) on the boundary ax can be explicitly construct­
ed by ray tracing. Having found ax~ (y), we can then deter­
mine explicitly the set f1TJ (y) in the Fourier domain, where 
the Fourier transform fl p) of the function J, which we 
would like to recover, is known. If only partial data are avail­
able this set f1TJ(Y) in the Fourier domain determines the 
spatial resolution of the partial reconstruction (4.18) and 
controls what can be recovered in the migration schemes 
presented below. 

The asymptotic solution ofthe integral equation in (4.1) 
is constructed by making use of the following theorem. 

Theorem 1: The Fourier integral operator Fin (4.9) is a 
pseudodifferential operator and can be represented as a sum 

F = I 0 + TI + T2 + ... , 
ax~ 

(4.19) 

where laxo denotes the operator described in (4.17) and the 
~ 

operators T 1, T2 , ... belong to increasingly smooth classes of 
pseudodifferential operators. 

The definition of classes of pseudodifferential operators 
can be found in Appendix B. For further references see Ref. 
21, or any other reference where Fourier integral operators 
and pseudodifferential operators are studied. 

It follows from (4.13) and Theorem 1 that by making 
use only of the first term in (4.19), 

R *Y+W::::;laxo , (4.20) 
~ 

we obtain an approximate reconstruction algorithm. The ex­
pansion in (4.19) also explains the precise meaning of the 
approximation in (4.20). Since we neglect all terms in the 
expansion which appear to be smoothing operators, the ap­
proximation in (4.20) reconstructs only (the location of) the 
discontinuities of the function f (or the places, where the 
gradient offis large). In this sense the formula in (4.20) pro­
vides an algorithm for imaging the discontinuities. This is, of 
course, what is sought in geophysics and many other appli­
cations where the discontinuities of parameters describing 
the medium are of interest. In Sec. VI we describe the algo­
rithm contained in (4.20) in greater detail. 

The remainder of this section contains an outline of the 
proof of Theorem 1. The material presented in Secs. V and 
VI is independent of the details of the proof. 

The proof follows along the same lines as the arguments 
presented in Refs. 14 and 16. Consider the set 
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Cft> = {(k,s,x,y) eR+XaX~(y)XX xX: <P(x,y,s) = 0, 

Vs<P(x,y,S) = OJ. (4.21) 

This set is offundamental importance in the theory of Four­
ier integral operators since its structure determines the prop­
erties of the operator. The definition (4.21) is not standard 
(see Ref. 21, for example), however the change of variables 
(4.15) transforms it into the classical one. 

Using the assumption that the function S = S (eu) is a 
diffeomorphism it can be shown that 

Cft> = {(k,s,x,x):keR+, seaX~(y), xeXJ, (4.22) 

so that the projection of Cft> on X xX is the diagonal. This 
implies that the operator in (4.9) is a pseudodifferential oper­
ator as defined in Appendix B. 

Let us consider X6(x,y)eC 00 (X XX), 0<X6(x,y)<1, 
such that 

X6(X,y) = 1, if Ix - yl <8/2, 

X6(X,y) = 0, if Ix - yl >8, 

where 8> 0 is an arbitrary small parameter. Instead of the 
FlO (4.9) we can study the following operator (we keep the 
same notation): 

(FI)(y) = _1_ (00 ( (eikft>{X.y.siA (x,y,s) 
(21Tt Jo JaxJx 
XX6(x,y)/(x)dx ds k n

-
I dk. (4.23) 

This operator differs from the operator in (4.9) by a regular­
izing operator (see Appendix B). The regularizing operator 
does not change the asymptotics and can be neglected since it 
is "infinitely smooth." 

If 8 is sufficiently small and Ix - y I < 8 we can write the 
phase function <P (x,y,s ) as 

<P(x,y,S) = Vy¢(y,S,7J)'(x - y) +H(x,y,S), (4.24) 

where H (x,y,s) = 0 (Ix - y 12), and the amplitude 

A (x,y,s) = h (y,S )X( y,S ) + A (x,y,s ), (4.25) 

whereA (x,y,s) = O(lx - yl).Makingthechangeofvariables 
(4.15) and using (4.16), (4.23) becomes 

(FI)(y) = _1_ ( (eiP'{X-y)+iH(x.y.Pi 
(21T)n In,,(y) Jx 
X (1 + A (x,y,p))/(x)dx dp, (4.26) 

where H(x,y,p)=k(p)H(x,y,s(p)) and A (x,y,p) 
=..4 (x,y,s(p)). The functions kIp) and sIp) can be deter­
mined from the change of variables in (4.15). Note, that as 
functions of p, H (x,y,p) and A (x,y,p) are homogeneous of 
degree 1 and 0, respectively. Consider now the operator 

(FsI)(Y) = _1_ ( (eiP'{X-y) + iSH(X.y.P) 
(21T)n In''(Yi Jx 

x(l + sA (x,y,p))/(x)dx dp. (4.27) 

Since F = Fl we can use the Taylor expansion of Fa I as a 
function of s to express F as 

N 1 ( d )m I II (1 - st (d)N + 1 F= L - - F + - F ds 
m = ° m! ds S s = ° oN! ds s· 

(4.28) 

It was shown 14. 16 that the expansion in (4.28) of the operator 
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F of the form in (4.27) consists of increasingly smooth pseu­
dodifferential operators. Comparing the first term in the ex­
pansion (4.28) with (4.17) we obtain the expansion in (4.19). 
One can compute and use more terms in the expansion (4.19). 
For example, the operator Tl was computed in Refs. 14-16. 

V. ASYMPTOTIC SOLUTION OF THE LINEARIZED 
INVERSE PROBLEM WHEN THE RECEIVER POSITIONS 
DEPEND ON THE SOURCE POSITIONS 

In this section we construct an asymptotic solution of 
the integral equation in (3.1) given the function v(k,s,7J), 
where the receiver positions S = S (7J) depend on the source 
positions 7J. The arguments in this case are analogous to 
those for the fixed source position, and are presented briefly 
for this reason. Again, consider the integral equation in (3.1), 
which we now write as 

v(k,7J) = (WI)(k,s(7J),7J), (5.1) 
where 

(WI)(k,s(7J),7J) = (- ik r- 1f!(x)a(x,s(7J),7J) 

X eik¢> (x.S{"I);1/i dx. (5.2) 

The phase function ¢ is described in (3.2). 
For functions u(t,7J)eC OO(R+ XaX) we define the dual 

transform R * as 

(R *u)(y) = ( u(t,7J) I b(y,7J)d7J, (5.3) Jax t=¢>{y.sl"li."Ii 

where the weight function b (y,7J) is a smooth, non-negative 
function on X Xax, b (y,7J)eC 00 (X XaX) and is chosen to 
be 

b (y,7J) = [h (y,7J)/a(y,s (7J),7J)}x (y,7J). (5.4) 

Here, h (y,7J) is the determinant 

[

¢YI ¢y, 

h (y,7J) = ~YI"II ¢Y2"11 

tPYt"ln_l tPY27Jn_1 

¢Yn 1 ¢Yn"ll 

~Yn"ln-l ' 

(5.5) 

and X (Y,7J) is a cutoff function described below. Note, that 
the function h (y,7J) differs from the one in (4.5) in the pre­
vious section. To compute the determinant (5.5) we again use 
Lemma A in Appendix A. In the two-dimensional case we 
find that 

h (y,7J)d7J = (n2 ~! + n2 + nn( 1 + ~!) cos t/J )deu, 

(5.6) 
where 

cos t/J(y,7J) = [Vy~ (Y,s(7J))'Vy~ (Y,7J))/n(y)n(y), (5.7) 

and deu is the standard angle measure on the unit circle. 
For simplicity let us assume that the function s (7J) is 

such that the functionh (y,7J) in (5.5) is strictly positive for all 
yeX and 7Jeax. In this case the infinitely differentiable cutoff 
function-x (y, 7J )-is introduced only to isolate a region of 
the boundary ax (y), where we do not know the function 
v(k,7J). The cutoff function X (y,7J) = 0 for points 7J in ax (y); 
it has values O<X (y,s)< 1 in an E-neighborhood of ax (y), 
where E is arbitrarily small, and it is set equal to 1 elsewhere. 
Let aXO(y) denote the complement ofaX(y), i.e., 

aXO(y) =aX\aX(y). 
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Again. consider the Fourier integral operator F 

(F/)(y) = _1_1"" r r eik<l> (x,y,"I) 

(217Y ° JaxJx 

xA (x,y.7])/(x)dx d7] k n -I dk. (5.8) 

where <P is defined in terms of the function t/J in (3.2) as 

<P (x,y.7]) = t/J (x.s (7]).7]) - t/J (y.s (7]).7]). (5.9) 

and 

A (x,y.7]) = a(x.s (7]).7]) h (y.7]) X( y.7]). (5.10) 
a(y.s (7]).1]) 

Using the operator ff+ defined in (4.12). we have 

F=R *ff+W. (5.11) 

The analysis of the operator F is conducted analogously to 
the one in the previous section. In this case the change of the 
variables of integration in (5.8) from k.7] to p is as follows: 

p = kVyt/J (y.s (7]).7]). (5.12) 

and 

(5.13) 

The asymptotic solution of the integral equation in (5.1) is 
constructed by making use of the following theorem. 

Theorem 2: The Fourier integral operator in (5.8) is a 
pseudodifferential operator and can be represented as a sum 

F=laxo + TI + T2 + .... (5.14) 

where laxo denotes the operator 

(laxo/)(y) = -1-1 e-iP·YF(p)dp. 
(21T)n D(y) 

(5.15) 

where n (y) is the image of R + X aXO( y) under the change of 
variables in (5.12). The operators T 1.T2 .... belong to increas­
ingly smooth class of pseudodifferential operators (see Ap­
pendix B). 

The first term of the expansion in (5.14) yields the ap­
proximate reconstruction algorithm 

R *ff+W::::.laxo. (5.16) 

where the generalized backprojection operator R * is given 
by (5.3). 

In the following section we show that for constant back­
ground and coincident sources and receivers the approxima­
tion (5.16) reduces to algorithms described in the literature. 

VI. THE ASYMPTOTIC SOLUTIONS AND MIGRATION 
SCHEMES 

This section contains a brief description of migration 
schemes which follow from our results. As we shall see. the 
measured scattered data are such that the migration schemes 
amount to the generalized backprojections (except when the 
Hilbert transform has to be applied first in spaces of even 
dimensions). 

Let us recall that the goal is to estimate the unknown 
function/Ix) in (2.12) or (3.1) from observations ofthe (singly) 
scattered field. We assume that the scattered field u = USC is 
given in the time domain. so that 

1 f+"" . u(t.s.7]) = - v(k.s,7])e- ,kt dk, 
21T - 00 

(6.1) 
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where v(k,s, 7]) is described in (3.1). In many cases of practical 
interest the actual measurements are measurements of the 
total field, and the incident field must, by some means, be 
removed. However, in this paper we assume that the (singly) 
scattered field is given in the time domain to start with. 

Comparing the definition ofthe operator ff+ in (4.12) 
with the Fourier transform in (6.1) and denoting the real part 
of the operator (4.12) as w(t,S,7])=Re( ff+v)(t,s,7]) we obtain 

w(t,s,7]) = [( -1)(n-I)/2/2(21Tt- l ]u(t,S,7]), (6.2) 

in spaces of odd dimensions n = 2m + 1, m = 1,2, ... , and 

w(t,s,7]) = (- Itl2 J..-f+ 00 u(t',S,7]) dt', (6.3) 
2(21Tt - 1 1T _ 00 t - t ' 

in spaces of even dimensions n = 2m, m = 1,2, .... Thus, one 
has to apply the Hilbert transform (6.3) to the scattered field 
in spaces of even dimensions to obtain Re( ff+v)(t,s,7]). 

It follows from (6.2) and (6.3) that the only remaining 
step in algorithms (4.20) and (5.16) is to construct the gener­
alized backprojection operator (GBO) in (4.3) or (5.3), de­
pending on the source-receiver configuration. Let us consid­
er the case when the receiver position S depends on the 
source position 7]. The construction of the GBO for fixed 
source position in (4.3) is completely analogous. 

To compute the GBO (5.3) we have to compute both the 
phase function and the weight function. Such a computation 
is equivalent to the construction of two Green's functions in 
ray approximation. Indeed, the computation of the func­
tions t/J in = ~ and t/J out = ~ in (3.2) and the factors A in and 
A out in (3.4)-which are necessary to construct the weight 
function in (5.3) [or (4.3)]-amounts to the computation of 
the ray approximation of two Green's functions along the 
two rays connecting the point of interest in the medium with 
the source and with the receiver. The additional obliquity 
factor in the weight function can be easily computed as it 
follows from (5.6) and (5.7) [or (4.6) and (4.7)]. This factor 
depends on the angle between the rays connecting the point 
of interest in the medium with the source and receiver. 

Once both the phase function and the weight function 
are computed the GBO is applied in the time domain, either 
to the singly scattered field itself [in spaces of odd dimen­
sions (6.2)] or to the Hilbert transform of the singly scattered 
field [in spaces of even dimensions (6.3)], as required by the 
approximate formulas in (4.20) or (5.16). In this way we ob­
tain the reconstruction/mig of the function/ from (6.2), (6.3) 
and (5.16) as 

/mig ::::.Re laxo f (6.4) 

IfaXo = ax then the operator laxo is the identity 
operator. The function/in (2.12) [or (3.1)] is assumed to be 
real. and, therefore, it follows from (6.4) that/mig (x)::::./(x) in 
the region X. The symbol::::. expresses the fact that we image 
the (location 0/) discontinuities of the function/Ix) in the re­
gion X, since smooth terms in the asymptotic expansion in 
(5.14) are neglected in the approximation. 

In most practical situations we have data only for limit­
ed view angles, and, therefore, aX°=l=ax. Thus, we obtain a 
partial reconstruction since we can recover the Fourier 
transformF [see (5.15)] only on a part of the Fourier space. 

The assumption that / is real implies that F( p) = F( - p), 
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where the bar denotes the complex conjugate. In particular, 
this relation shows that the Fourier space is covered twice if 
ax 0 = ax. Given the source-receiver configuration of a par­
ticular experiment, we can determine the domain in the 
Fourier space where the functionfA is known. This domain 
controls the spatial resolution of the reconstruction. In ex­
amples where the domain X is a half-space (given later in this 
section) we only have partial coverage since observation 
points are restricted to the boundary of the half-space. How­
ever, assuming infinite aperture we still obtain the function 
fA over the whole Fourier space by continuing fA with the 

help ofthe identity fA(p) =F( - pl. 
We shall discuss the implications of our results in explo­

ration geophysics and the comparison with existing migra­
tion schemes in greater detail elsewhere. Here we note only, 
that, in general, the construction ofa GBO requires ray trac­
ing and computation of solutions of the transport equation. 
However, in the case of constant background one can obtain 
analytical expressions for the GBO. Let us illustrate this 
with a few examples where an explicit construction of the 
GBO is available, and show that at least for these examples 
some of the migration schemes appearing in the literature 
are given by a generalized backprojection operator. We con­
sider the case with a constant index of refraction and set 

n = n = 1, 

without loss of generality. 
Example 1: Let the domain X be the half-space Xn >0 of 

the n-dimensional space (x 1,x2,"" Xn _ I' xn) and suppose 
measurements are performed everywhere on the boundary 
ax = f (x 1,x2'"'' Xn _ I' 0) 1 of the half-space X. Let 
S = 1] = (1]1,1]2"'" 1]n-I' 0), so that we have coincident 
sources and receivers. The phase functions ¢ and ~ are 

¢=~= IX-1]I, 

so that ¢ in (3.2) is 

¢ (x,1]) = 21x -1]1· (6.5) 
To compute the determinant h in (5.5) we make use of the 
identities 

¢X,'1j = - (4/¢ )8ij - ¢X,¢'1/¢' 

¢Xn '1j = - ¢Xn ¢'1/¢' 

where 8ij is the Kronecker symbol and i,j = 1,2, ... ,n - 1, 
and obtain 

h (x,1]) = 4n- l ¢x.!¢ n-I, (6.6) 

where 

¢X
n 
(x,1]) = 4xn/¢ (x,1]). 

It follows from (2.4), (3.1), and (3.4) that 

a(x,1],1]) = 1I4('/T¢ t- I
, 

(6.7) 

(6.8) 

where ¢ is given by (6.5). Using (6.6)-(6.8) the weight func­
tion b in (5.4) can be written as 

b(x,1]) = Cn(xn/lx -1]Il, 

where 

Cn = 22n + I~-I. 

We set 

xn/l x - 1]1 = 7Jo, 
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where 7 and 70 are unit vectors pointing in the direction of Xn 
axis and in the direction of the line connecting points x and 
1]. The generalized backprojection operator R * thus is 

(6.9) 

where w is given in (6.2) or (6.3) depending on the dimension 
n. Here we integrate over all source-receiver positions on the 
boundary ax. The GBO in (6.9) can be considered as a mi­
gration scheme within our definition. This operator was ob­
tained in Ref. 17 for the case n = 3 by a different approach. 

Some of the migration schemes that have appeared in 
the literature also have a form of the GBO. Reference 3 is an 
example. However, the particular weight functions used are 
generally different from the one presented here. 

Example 2: This example deals with the case where the 
source and receiver positions are confined to a sphere-the 
surface of the n-dimensional ball of the radius p. We can 
write S = 1] = pv, where v is a unit vector indicating the 
position of the coincident source and receiver on the sphere. 
Thus, we have 

¢=~= Ix-pvl, 

and 

¢ (x,v) = 21x - pvl. 

The computation of the determinant in (5.5) yields 

h (x,v) =pn-122n(p - x.v)!¢ n. 

(6.10) 

Since the weight function a(x,s(1]),1]) in (5.2) can be written 
for this example as 

a(x,v,v) = 1I4('/T¢ t- 1, 
we obtain the weight function 

b (x,v) = Cn [pn-I(p - x,v)!lx -pvl l, 
and the GBO 

(R *w)(x) = Cn ( w(2lx - pvl,v) 
J1vl = I 

pn-I(p -x.v) 
X dv, 

Ix-pvl 
(6.11) 

where w is given in (6.2) or (6.3) depending on the dimension 
n. The integration in (6.11) is over the unit sphere and dv is 
the standard solid angle differential form. The G BO in (6.11 ) 
differs from the one constructed in Ref. 17 for the case n = 3. 
The approximation in (6.11) remains valid even if the point x 
is not close to the center of the ball. 

Example 3: Finally, we consider the case where source 
and receiver positions are confined to the boundary of a half­
space as in our first example. However, we assume now that 
sources and receivers are separated by a fixed distance 2d. 

Let 1] denote the coordinate of the midpoint between 
the source and receiver, so that we can write 

and 

¢= IX-1]-dl, 

~ = Ix ~ 1] + d I, 

¢ (x,1]) = Ix -1] - d I + Ix -1] + d I. 

(6.12) 

(6.13) 

We consider the case of the dimension n = 2. Making use of 
the identities 
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XI-'TJ- d XI-'TJ+ d 
ifJ~= ~ + ~ 

ifJx2 =X2(t + ~), 
A. = _ (-1- + -!-) _ (~X"':/J1/ + ~X'_~1/) 
""x,1/ ifJ ifJ ifJ ifJ' 

A. = _ (~X'x~1/ + ~X:,~1/) 
""X21/ ifJ ifJ' 

we can, in this case, compute the determinant in (5.5) directly 
and obtain 

h (x,'TJ) = (~x + ~x )(-1- + -!-) 
2 2 ifJ ifJ 

~ - ~ - (~1/ ~1/) 
+ (ifJx2 ifJx, - ifJx,ifJx2 ) T - T . 

Substituting appropriate expressions for the derivatives of 
the phase functions we write h as 

Hence, 

81TX2 [~ - 2 
b (x,'TJ) = (~~ )3/2 (ifJ + ifJ ) 

- ~(d2+X~ -2(X-'TJ)2d l], 
ifJifJ 

where~ and~ are given in (6.12) and (6.13). TheGBO in this 
case is 

f
+OO 

(R *w)(x) = _ 00 w(2lx - 'TJ1,'TJ)b (x,'TJ)d'TJ, (6.14) 

where w is given in (6.3) for n = 2. It is easy to see that if 
d = 0 then we obtain the GBO in (6.9). 
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APPENDIX A 

The following lemma holds in the cases of Riemannian 
and Finsler spaces. It was used in Ref. 20 to prove a unique­
ness theorem ofthe inverse travel time problem in the case of 
the Riemannian metric. We present here an elementary 
proof for the Euclidean space. 

Lemma A: Let the function ~ satisfy the eikonal equa­
tion 

(AI) 

in the domain X with the boundary ax, where the parameter 
sEiJX. We assume that the boundary ax is diffeomorphic 
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(with the preservation of orientation) to the unit sphere S ~ - 1 

centered at the origin of the tangent space at the point xeX. 
(This unit sphere represents all directions at the point x.) 

Let ~ (x) have first partial derivatives and consider the 
determinant 

[ ~" ~X2 ~xn 

J lx,s I ~ .¢,,'" ¢X2S1 ~,~, 1 (A2) . 
~xn~n_1 ' 

. . 
tPx1sn _ 1 ~XzSn_l 

where SI'''',Sn -1 is a local system of coordinates on the 
boundary. Then 

J(X,S)dSl" ·dsn- I =nn-2(Vx~·Vx~)dm, (A3) 

where dm is the standard measure on the sphere S ~ - I, and 
S = S (m), where llJES ~ - I. 

Proof Since ~ satisfies the eikonal equation in (AI) we 
can write 

~x, = n cos XI 

~X2 = n sinXI COSX2 

(A4) 

~x = n sin XI SinX2"'COS Xn-I .-1 

~xn = n sin Xl sin X2···sin Xn-I, 

where Xi = Xj(X,SI'''',Sn-1 ),j = 1, ... ,n - 1, are angular co­
ordinates on the unit sphere S ~ - 1. By substituting (A4) in 
the functional Jacobian in (A2) we obtain (A3). Let us carry 
out the calculation for the case n = 3. We have 

ifJ~ . aXI 
xl- = -nslnXI-' 
,~ aS

i 

2 aXI' . aX2 ""x2sj = n cos XI COSX2 aS
j 

- n S10XI S1OX2 as/ 
2 . aXI' aX2 ""x" = n COSXI S1OX2- + n S10XI COSX2-' 

3~ aSj aSj 
wherej = 1,2. 

(AS) 

Let us compute cofactors of the first row of the func­
tional determinant. Using (AS) we compute the cofactor for 
the element ~x" We obtain 

I ~X2S' ~X3S' I 2[aXI aX2 . 
~ A = n --S1OXI COSXI 
ifJX2S2 ifJX3S2 aSI aS2 

aXI aX2 . ] - --S1OXI cos XI 
aS2 aSI 

= n a(xI,X2) 2 sinX' 
atSl,S2) ""x, 1 

Analogous calculations can be performed for all cofactors, 
so that we obtain (A3), where 

dm = sin XI dXI dX2' 

APPENDIXB 
We briefly present here some first definitions and prop­

erties of pseudodifferential operators. Consider the operator 
a(x,D), 

(a(x,D )f)(x) = r a(x,p)F(p)eipoX dp, 
JR" 
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wherefA(p) denotes the Fourier transform of the function! 
The function a(x,p) is the symbol of the pseudodifferential 
operator a(x,D ). 

Definition: Let I) be an open subset of R nand m be a 
real number. Let S mIn ) be the class of symbols and consist 
of infinitely differentiable functions a(x,p), 
a(x,p)eC ""(n XR n), such that to every compact Qcn and 
to every two multi-indices a, P there is a constant CQ (a,!3), 
such that 

la; ~a(x,p)I<CQ(a,p)(1 + WI)m-1al• 

The pseudodifferential operator a(x,D) is said to belong to 
the class L mIn ) if its symbol a(x,p) belongs to S mIn ). 

The following properties describe a(x,D ) as an operator. 
If a(x,p)eS mIn ) then a(x,D ) is a continuous operator 

a(x,D ):C O'(n j-C ""(n), 

where C O'(n) denotes the class of infinitely differentiable 
functions with compact support in n. The operator a(x,D ) 
can be extended to a continuous map 

a(x,D ):?f'(11 j-!P'(I1), 

where !p'(n) is the space of distributions on X [the dual of 
C 0'(11)] and ?f'(n) is the space of distributions with com­
pact support [the dual of C ""(n )]. 

Definition: An operator is called to be regularizing if it 
maps 

?f'(n )--+C ""(n ). 

(This means that a regularizing operator transforms func­
tions with singularities into infinitely smooth functions.) 

LetL - "" (11 ) be the intersection of allL mIx), where m is 
real. One can prove that every operator from the class 
L - "" (I) ) is regularizing and every regularizing operator can 
be represented as an operator from the class L - "" (n ). 

The asymptotics in (4.19) and (5.14) have the following 
meaning in terms of classes of pseudodifferential operators: 
we can prove l4

•
16 that 

1jeL -i(IJ), 

forj = 1,2,00', and 

(F-Iaxo - TI - T2 - ... - T1)eL -I-I(n). 
" 

for I = 0,1,2,00' . In particular, 

F - laxo DeL -I(n ). 
" 
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This means that approximations in (4.20) and (5.16) al­
low reconstruction of discontinuities, since the discrepancy 
operator is a smoothing operator. It can be shown that an 
operator from the class L -I(n ) increases by 1 the number of 
derivatives of a function to which it is applied. In precise 
terms the following theorem holds. 

Theorem: Let a(x,D ) be a pseudodifferential operator in 
11 of the class L m(11 ). Given any real number s the operator 
a(x,D ) can be extended as a continuous map 

a(x,D ):H ~mp (n j-H f~ mIn ), 

where H ~omp (n) and H f~ m(l1) are the so-called Sobolev 
spaces of distributions. 

The index s can be interpreted as a "number of deriva­
tives." For detailed descriptions and proofs see Ref. 21 or 
any other reference on pseudodifferential operators. 
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Jet theory of a classical particle field is developed through a systematic transition from a local to a 
global formulation. Emphasis is laid on the role of gauge covariance and minimal coupling 
principles in producing a global geometrical framework which faithfully generalizes the one of 
gravitation theories. 

I. INTRODUCTION 

This paper exhibits a new approach to the theory of jet 
extension of a classical particle field with an internal symme­
try or gauge group. 1-4 

A line of thought closely related in spirit to the con­
structive methods of differential geometryS is followed, 
which allows a systematic and meaningful transition from 
physicists' local formulation to the geometrical global set­
ting of the theory. 

The local theory, taking place in any open set of space­
time, is revised in Sec. II, where the classical principles of 
covariance and minimal coupling (inherited from general 
relativity) are clearly and distinctly singled out. 

The global theory is then built up in Sec. III, by patch­
ing together the foregoing local results all over the space­
time. 

So covariance principle is shown to correspond to the 
existence itself of a global jet extension of the field from the 
phase space where it lives6 to the proper jet space, such ex­
tension being just characterized by a Yang-Mills field on 
phase space-nonrelated, in principle, to the gauge group or 
to the Higgs field consequently distinguished on phase 
space. 

Then the minimal coupling principle is shown to corre­
spond to a natural relation between the Yang-Mills field and 
the Higgs field, which can be expressed in geometrical terms 
as a compatibility condition (generalizing the well-known 
one of gravitation theories 7) between a connection and a met­
ric on phase space. 

II. LOCAL THEORY 

The local theory of a classical particle field describes 
jets of the field, i.e., possible values of the field and its deriva­
tives, as elements of a local jet space 

V= VeL (TU, V) 

given by the Whitney sum, over an open set U of a space-time 
manifold8 M, of a local phase space 

V= UXR" 

(trivial vector bundle with a n-dimensional real fiber R" ) and 
vector bundle 

L(TU, V)= u L(TxU, Vx ) 
XE U 

(set of all linear maps from fibers of tangent bundle TU into 

corresponding fibers of V). 
In fact, the field is defined as a local vector-valued wave 

function on space-time or, equivalently, as a section9 

tP E S(V) 

and a local jet extension of the field 

jtPES(V) 

is defined through a map 

j:S(V)-+S(V), 

given by 

j=ideD, 

where 

D:S(V)~S(L (TU, V)) 

is a differential operator on wave functions. 10 

If, in particular, 

d:S(V)~S(L (TU, V)) 

(1) 

is the ordinary differentiation of wave functions, 11 then, de­
noted with gl(n, R ) the Lie algebra of general linear group 
GL(n, R ), we have the following lemma. 

Lemma 1: A local jet extension (1) is characterized by a 
gl(n, R )-valued one-form 

r:U~L (TU, gl(n, R)) 

called the local Yang-Mills field, through 

D=d+r. (2) 

Proof Operator D - d is linear (with respect to the ring 
of real functions on U). 

Then, by putting [for any x E U and tP E S (V)] 

rx ,tP(x) = (D - dlxtP, 

one defines a linear map 

rx E L (Vx' L (Tx U, Vx )) = L (Tx U, L (Vx' Vx )) 

= L (Tx U, g1(n, R)), 

such that 

r:x~rx 

is a gl(n, R )-valued one-form satisfying condition(2), • 
On the other hand, a wave function tPundergoes (without 

change of physical meaning) G-gauge transformations 

tP=t/J'tP', 
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i.e., vertical vector bundle automorphisms 

¢;:V-.V 

whose transition functions 

¢;:u-.G 

take their values in a given Lie group G acting on Rn as a 
closed subgroup of GL(n, R ). 

The vertical action ¢; of G on Valso extends to a vertical 
action on V, 

¢:V-.V, 
which allows one to define covariant transformations of a 
local jet extension jtf, by 

jtf = ¢ ,/1//. 

This is just the content of the following. 
Covariance principle: The localjet extensionj follows, un­

der a G-gauge transformation ¢;, the covariant law 
• A. :i: ., 

J''''=''''J. (3) 

Then,ifaddenotestheadjointrepresentationofGL(n, R ) 
in gl(n, R ) and (J is the canonical one-form on G, we have the 
following lemma. 

Lemma2: The local Yang-Mills fieldrcorrespondingto 
a covariant local jet extension j follows, under a G-gauge 
transformation ¢;, the pseudotensorial transformation law 

r'=ad(¢;-Ijr +¢;*(J. (4) 
Proof: Owing to Eqs. (1) and (2), covariance condition (3) 

can be read 

D,.¢;-I=¢;-I.D 

or 

d + r' = ¢; -I . r. ¢; + ¢; -I . d . cPo 

The Leibniz rule implies 

d . ¢; = d¢; + ¢; . d. 

So we have 

r' = ¢; -I . r . ¢; + ¢; -I . d¢;, 

that is, Eq. (4). • 
It is plain that a drastic cancellation law for local Yang­

Mills fields, which reduces local jet extensions to ordinary 
differentiation, is generally inconsistent with transformation 
law (4) (because of the presence in it of one-form ¢; *(J, vanish­
ing only for first kind G-gauge transformations ¢; = const). 

On the contrary, denoted by 

g C gl(n,R) 

the Lie algebra of gauge group G, the request on local Yang­
Mills fields to take values ingis always consistent with trans­
formation law (4) [where both ad(¢; -I), restricted to g, and 
¢; *(J take values in g). 

This is just the content of the following. 
Minimal coupling principle: Local jet extensions are 

characterized by g-valued local Yang-Mills fields. 

III. GLOBAL THEORY 
An intrinsic formulation of the local jet theory of a clas­

sical particle field can be achieved by thinking of a local jet 
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space Vasa set Eu endowed with G-related gauges, i.e., 
bijections 

~:V-.Eu, 

related to each other by G-gauge transformations 

~'=~'?J. (5) 

Then a nontrivial globalization of the foregoing theory 
will be achieved by patching together such local spaces all 
over the space-time through G-gauge transformations, ac­
cording to the following definition. 

Definition: The jet space of a classical particle field is a 
set 

E= uEu 

covered by the ranges of a maximal atlas 

Ag = {~J 

of G-related gauges, over an open covering {U} of space­
timeM . 

The phase space of the field is then the set 

E=uEu 
covered by the ranges of the atlas 

AG = {<P J 

of restricted gauges <P = if> / V. 

The geometrical content of the definition is shown in 
the following theorem. 

Theorem 1: Phase space E is a Rn -vector bundle over 
M, carrying a Higgs field 

a: VE-.GL(n, R )/G 

on the GL(n, R I-principal fiber bundle VE of vertical linear 
frames of E or, equivalently, a generalized fiber metric 

Kera C VE (6) 

reduction of structure group G L(n, R ) to G, characterized by 
condition 

S(Kera) =A G • (7) 

Proof: Differentiable structure, fibration, and local tri­
vializations (linearly related to each other on fibers) are ex­
hibited by local charts <P EA G • 

Then letPbea G-principal bundle over M carrying asetof 
sections {s J over {U J whose transition functions are the 
same as thoseofA G • It can be seen as a reduction of structure 
groupGL(n, R )downtoG through a map h:P-. VEgiven by 
the following action on sections h . s = <P. Owing to maxi­
mality of A G , we have 

S(h(P))=AG' 

Moreover, reduction P is isomorphic to reduction (6), 
where a is the Higgs field defined by requiring 

Kera =h(P). 

Condition (7), which characterizesl2 a, then follows .• 
Theorem 2: Jet space E is the Whitney extension of 

phase space E, 

E=E aJ L(TM,E). 
Proof: Each gauge ~ E AG pushes forward the (vector 

bundle) Whitney structure of V onto Eu, 
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Eu = cp (V) Ell 4i (L (TU, V)) 

=Eu Ell L(TU,Eu) 

and this structure on E u is preserved by G-gauge transfor­
mations (5). 

Hence the global result easily follows. • 
In the methodological context of the above definition, the 

particle field is to be meant as a whole collection {t,b j of G­
related wave functions--one for each gauge--which in turn 
define a unique global section of the phase space 

lJIeS(E), 

locally characterized by 

t,b=cp-I.IJI. 

Likewise one can think of a jet extension of the field as a 
whole collection Uj of properly related local jet exten­
sions--one for each gauge. Indeed each of them can be car­
ried through the proper gauge over jet space, by 

J = 4i.j. cp -1, (8) 

and then, if (on any Un u' #0) joining condition 

4i' .j'. cp ,-I = (jJ.j. cp-I (9) 

is fulfilled, maps (8) can be seen as restrictions of a unique 
global jet extension 

J:S (E )~S (E). 

To this purpose, the key role is played by the covariance 
principle, whose meaning and geometrical content are 
shown in the following theorem. 

Theorem 3: The covariance principle is the necesssary 
and sufficient condition for a collection {jj oflocal jet exten­
sions to define a global jet extension J. 

Then any such extension is given by 
J= id Ell DO), 

D"' being the covariant derivative associated with a connec­
tion one-form won VE, called the Yang-Mills field, whose 
gauge pullbacks 13 

r = cp *w (10) 

are the local Yang-Mills fields of Uj. 
Proof It is easily seen that, duetoEq. (5), covariance con­

dition (3) on a collection Uj does not differ from joining 
condition (9) which just ensures existence of J. 

Then, as to the second statement, it can be deduced from 
Lemma 2 by recalling that (i) a connection one-form won VE 
is uniquely determined by local equations (10), {r} being 
local Yang-Mills fields undergoing transformations (4); (ii) 
the covariant derivative D"' is then defined by local equa­
tions 

DO) = (jJ.D. cp -I, 

I D j being the local differential operators defined by {r}; 
and (iii) the extension map J = id Ell D"' is consequently 
characterized by local equations (8), Ul being the covariant 
local jet extensions defined by {D }. • 

The physical significance of a Yang-Mills field w cou­
pling with the particle field through a jet extension of the 
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latter, rests on that it cannot be made to globally vanish, due 
to its nontensorial character under G-gauge transforma­
tions. 

Conversely, possible gauge-tensorial components of w 
are all to be thought of as physically insignificant fields 
which can be asked to vanish. 

To this purpose the key role is played by the minimal cou­
piing principle, whose meaning and geometrical content are 
shown in the following theorem. 

Theorem 4: The minimal coupling principle is the neces­
sary and sufficient condition for a collection Uj of covariant 
local jet extensions to define a gauge-tensorial component 
free Yang-Mills field w. 

Then any such Yang-Mills field w is compatible with 
Higgs field a. 

Proof We recall that a gauge-tensorial component of a 
Yang-Mills field w is the projection w h of restriction wi 
Ker a onto any ad(G )-invariant subspace h complementary 
of g in gl(n, R). It is easy, in fact, to recognize (through 
Lemma 2) a tensorial transformation law 

r;, = ad(t,6 -I)rh 
for the gauge pullbacks 

r h = cp *wh, 

whereas a pseudotensorial transformation law (4) is main­
tained by the gauge pullbacks of the projection of wiKer a 
ontog. 

So, the minimal coupling principle comes out to require 
W h = o for all the above subspaces h or, equivalently, that wi 
Ker a be a (g-valued) connnection one-form on Ker a, which 
is the definition of compatibility between wand a. 
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In this paper the Poisson bracket algebra for the open massless relativistic string in the one-space­
and one-time-dimensional case is considered. In order to characterize the orbit of the system the 
directrix function, i.e., the orbit of one of the endpoints of the string, is used. It turns out that the 
Poisson bracket algebra is of a very simple form in terms of the parameters of the directrix 
function. We use these results to construct action-angle variables for the general motion of the 
string. The variables are different for different Lorentz frames, with a continuous dependence. 
The action-angle variables of the center-of-mass frame and of the light-cone frames are of 
particular interest with respect to the simplicity of the Poincare generators and the physical 
interpretation. For the light-cone frame variables the equivalence to a set of indistinguishable 
oscillators is shown, for which an excitation corresponds to an instantaneous momentum transfer 
to an endpoint of the string. 

I. INTRODUCTION 

The massless relativistic string! has played a large role 
in the development of the dual models2 and as a model sys­
tem for the breaking of a color field into stable final state 
particles.3 

In a well-known early treatment of the quantization of 
the string4 only the transverse degrees of freedom are taken 
into account. It has been pointed out5 that the string in one 
space dimension does have longitudinal degrees of freedom, 
which correspond to a set of massless particles connected by 
linear potentials. For the open-end string, the simplest non­
trivial mode corresponds to two such particles, one at each 
endpoint of the string, while more complicated modes also 
contain massless momentum carriers (kinks) in the interior 
of the string. We will in this paper derive the very simple 
Poisson-bracket (PB) algebra for the longitudinal degrees of 
freedom as expressed by means of natural parameters of the 
directrix function. (The directrix function is the orbit of one 
of the endpoints of the string.) Using these results, we con­
struct explicitly the action-angle variables (AA V's) of the 
system. We find that a complete set of AAV's can be ob­
tained in a number of ways depending on the choice of Lor­
entz frame. We show some particular simplifications that 
occur in the CM frame and in the two light-cone frames. We 
also show the relation of the light-cone frame AAV's to a set 
of independent indistinguishable oscillators, and we demon­
strate how to describe an excitation of the string system in 
terms of these variables. 

The plan of the paper is as follows. In Sec. II we review 
some well-known properties of the one-dimensional string 
and derive the Poisson-bracket algebra for the parameters 
describing the directrix. The introduction of constraints and 
some details on the derivation are referred to Appendix A. In 
Sec. III we show how to construct the action-angle variables 
in an arbitrary Lorentz frame. In Secs. IV and V we specia­
lize to the CM frame and the light-cone frames, respectively. 
In Sec. VI we describe the relationship to a system of indis­
tinguishable oscillators, and show how to describe an excita­
tion of the string in terms of the action-angl~ variables of the 

light-cone frames. Finally, in Sec. VII we investigate the 
Lorentz transformation properties of the action variables, 
and conclude by an analysis of the generators of the Poincare 
group. 

II. SOME BASIC FEATURES OF THE ONE­
DIMENSIONAL STRING SYSTEM 

In this section we will review some well-known proper­
ties of the one-dimensional string, and derive the Poisson 
bracket algebra for the directrix function. For a review of the 
classical motion of the string see Ref. 6. 

The string is defined as a two-parameter timelike sur­
face in Minkowski space (which in our case in general will 
have only one space dimension) with an action that is pro­
portional to the invariant area of the surface. When parame­
trized in terms of the time t and the energy u between a point 
on the string and one ofthe endpoints (corresponding to the 
temporal conformal gauge), the equation of motion of the 
space coordinate x is simply the wave equation 

a;x -a~x =0. 

Furthermore, we have the gauge constraints 

a,xaux = 0, 

(a,xf + (auxf = 1. 

(2.1) 

(2.2a) 

(2.2b) 

The solution to these equations for open string boundary 
conditions can be expressed as 

x(t, u) = ! A (t + u) + ~ A (t - u), (2.3) 

where the directrix junction A ( s) is an arbitrary function 
subject to the constraint 

I A '(s)1 == las A (s)1 = 1 

and the periodicity condition 

A ( s) + 2P = A ( S + 2E), 

(2.4) 

(2.5) 

where E and P are the total energy and momentum of the 
string. 

We note that by setting u = 0 in Eq. (2.3), we obtain the 
path of one endpoint of the string: 
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x(t, 0) =A (t). (2.6) 

Apart from the trivial case when the directrix is just a 
straight line with slope plus or minus unity, corresponding to 
a string behaving like a massless point particle, the generic 
directrix in one space dimension is a sawtooth-type function, 
consisting of straight-line pieces, each with a slope plus or 
minus unity. The number of pieces within one period is al­
ways even, and we define the N-sector as the set of all solu­
tions having this number equal to 2N. This defines a string 
that behaves like a chain of N + 1 massless particles con­
nected by N linear potentials according to the effective Ha­
miltonian 

N N 

Heff= r /Pk /+ r /Xk-Xk_I/' (2.7) 
k=O k=1 

In Fig. 1 the motion of two systems with N = 1 and 
N = 2 are described by space-time diagrams as well as the 
positions of the particles at a few representative time slits. 

We will now derive the physical Poisson brackets (PB's) 
for the directrix function, including the constraints in Eq. 
(2.4) by the methods introduced by Dirac. 7 

The momentum density 'TT on the string is given by 

1T{t, 0') = ! A '(t + 0') + ! A '(t - 0'). 

The naive PB's (denoted by I , 10) would be 

I x(t, 0'), x(t, 0") I 0 = 1'TT(t, 0'), 'TT(t, 0") I 0 = 0, 

I x(t, 0'), 7r{t, 0") I 0 = 8(0' - 0"), 

together with 

(x(t, 0'), E 10 = 1T{t, 0'), 

{x(t, 0'), P 10 = 1, 

{1T{t, 0'), E 10 = a; x(t, 0'), 

(1T{t, 0'), P 10 = O. 

(2.8) 

(2.9a) 

(2.9b) 

Using Eqs. (2.3) and (2.8), we can express this in terms of 
the directrix (for further details, cf. Appendix A): 

(A(S),A(S')}o= -E(S-S'), (2.1Oa) 

"t-----:j tL q q 

x 
t~ t~ 

x 

All) 

, , 

{A (s),E}o=A 'Is), 
{A(s),P}o= 1, 

(2.1Ob) 

(2.1Oc) 

where E is the periodized sign function, defined by 

€(O) =0, 

€I S) = 1, O<S <2E, 

€I S + 2E) = €I S) + 2. 

(2.11) 

However, this algebra is not consistent with the constraints 
(2.4), since, e.g., 

{A'(S)2,A(S')}o= -4A'(S)u(S-S'):¢=0. (2.12) 

We therefore choose to redefine the PB algebra using 
the Dirac method.7 This can be described as a projection of 
the PB's, that makes the algebra consistent with all the con­
straints, as shown in Appendix A. 

As a result, we obtain the physical PB's as 

{A (SI),A (s2)1 = E( Sl - S2)(A'( stlA'( S2) - 1), 

IA (S),E I =A 'Is), 
(2.13a) 

(2.13b) 

{A (S), P} = 1. (2.13c) 

It is desirable to express this PB algebra in terms of a set 
of independent variables. To this end we parametrize the 
directrix in terms of the coordinates IS k' A k = A IS k )) of the 
turning points [cf. Fig. (2)], ordered according to the values 
of Sk' so that 

(2.14) 

and use the convention that an even (odd) index should cor­
respond to a minimum (maximum) of the directrix, so that 

A2k <A2k ±I' keZ. (2.15) 

Obviously this does not fix the choice of So' This will be 
discussed further in the next section. 

From the algebra given in Eq. (2.13), one can derive the 
following PB algebra for the coordinates (Sk' Ad (cf. Ap­
pendix A) 

{Sk,SI! = Ef-l' 

= q 9 

(2. 16a) 

(2. 16b) 

FIG. 1. (a) The motion for N = 1 
corresponding to two particles 
moving in a linear potential. (b) 
The motion for N = 2 corre­
sponding to three particles. 

- ------ // 
__________ J2P ! 

I, 
2E (0) 'f 

2E (b) 
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A(~I 
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A2 
A. , , 
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(N=.~ ) 

FIG. 2. The directrix parameters Sk' A k , and dk • 

(2. 16c) 

where t5{ is the 2N-periodical Kronecker symbol, and E{ is 
the 2N-periodical "sign" defined by [cf. Eq. (2.11)] 

E{ = 1, 0<k<2N, 

~=O, (2.17) 

E{+2N = E{ + 2. 

These coordinates are not all independent, but we can define 
a complete set of independent variables by 

dk = Sk+ 1 - Sk' O<.k<.2N - 1, (2.1Sa) 

1 (1 2N-l 1) 
X= - -Ao+ L Ak + -A2N , 

2N 2 1 2 
(2.1Sb) 

1 (1 2N-l 1) 
T=t- - -so+ L Sk + -S2N . 

2N 2 1 2 
(2.1Sc) 

The directrix elements d k are seen to correspond to the 
lengths of the straight-line pieces of the directrix, while X 
and T measure the overall vertical and horizontal position, 
respectively. The explicit insertion of the time tin Eq. (2.1Sc) 
is to compensate for the time dependence involved in the 
transitionfromx(t, u)toA (s)sothattheequationofmotion 
for any variable Q has the usual form 

Q= {Q,E}. (2.19) 

For this complete set, the PB algebra is given by 

{dk,dd =t5LI-l -t5LI+l' (2.20a) 

{X, dk } = ( - ) kiN, (2.20b) 

{T, dd = liN, (2.2Oc) 

{X, T} = O. (2.2Od) 

We note that the energy (Hamiltonian) and momentum are 
given by the sum rules 

(2.21a) 

(2.21b) 

We conclude by deriving the Lorentz transformation prop­
erties of the above directrix parameters. Since the directrix 
represents the motion of one endpoint [cf. Eq. (2.6)], 
( S, A ( S )) must transform as a coordinate vector under a Lor­
entz transformation, and this must in particular be true for 
the coordinates (Sk' A k) of the turning points. This implies 
that also 
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1 (1 (t - T, X) == 2N 2" ( So' Ao) 

2N-l 1 ) 
+ ~ (Sk,A k) + 2" (S2N,A2N ) 

(2.22) 

transforms as a coordinate vector. Furthermore, since 

(Sk+ I,Ak+ d - (Sk,A k) = (dk,( _)k dk), (2.23) 

we infer that the d/s must transform as light-cone compo­
nents of vectors. Specifically, for k even (odd), dk transforms 
like E + P (E - P) in agreement with 

E+P=P+ = L dk , (2.24a) 
k even 

E-P=P_ = L dk • (2.24b) 
k odd 

This means that the effect of a Lorentz transformation on the 
dk 's is a rescaling of the even-numbered ones with a common 
factor e Y, and of the odd-numbered ones with the inverse 
factor e - Y, where y is the rapidity associated with the trans­
formation. 

III. THE CONSTRUCTION PROCEDURE FOR ACTION­
ANGLE VARIABLES IN AN ARBITRARY LORENTZ 
FRAME 

In this section we will, based upon the complete set of 
independent variables and the PB algebra (2.20) given in Sec. 
II, describe a general procedure to construct action-angle 
variables for the massless string in one space dimension. 

This will be done in two steps. In the first step we con­
struct a useful set of generalized coordinates and momenta, 
i.e., a set of canonically conjugate variables "diagonalizing" 
the PB algebra. In the second step we construct a canonical 
transformation to a new set of variables (P,Q) and (Jk, Ok) 
k = 1, ... ,Nwith the particular properties that (a) (P,Q) withP 
the total momentum, describes the translational degree of 
freedom for the total system; and (b) (Jk , Ok) k = I, ... ,N are 
action-angle variables describing the periodic internal de­
grees of freedom. By action-angle variables8 we mean the 
following. 

(i) (Jk, Ok) should be canonical variables, i.e., 

{Jk , OIl = - t5k •l , (3.1a) 

(3.1b) 

(ii) The action variables Jk are constants of motion, i.e., 
the Hamiltonian is functionally independent of the corre­
sponding angle variables Ok' 

(iii) The action variables correspond to independent 
modes of the internal motion in the sense that there are no 
correlated restrictions on the values they can take on; in par­
ticular they are bounded independent of each other by 

Jk ;;;'0, k = I, ... ,N. (3.2) 

(iv) The directrix function describing the motion ex­
pressed as 

(3.3) 

is a continuous function of the action-angle variables and is 
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periodic, with unit period, in each of the angle variables Ok' 
We start with the first step. 

A. The construction of a set of canonical variables 

There are evidently an infinite number of sets of canoni­
cal variables but for our purposes the following approach is 
useful. Consider the string in the N = I sector, i.e., when the 
directrix contains only two pieces. The directrix is then com­
pletely described by the variables (X, T, do, d)) defined in 
Sec. II [Eq. (2.18)] and we may use the two canonical pairs 
(X, P = (do - d))/2) and (T, E = (do + d))/2). 

For the case when the string is in a sector with N> 1 we 
will describe a general procedure to reduce the problem to 
N = 1. On the way we will at each step "downwards" con­
struct one pair of canonical variables together with a 
"daughter directrix." For the first step we note that (T, E) is 
a useful pair, and we will now show that the remaining de­
grees of freedom in a natural way correspond to a reduced 
directrix function which is in the (N - 1) sector. To see that 
we make the following construction. 

(i) Find the smallest of the 2N directrix elements dko . 
(ii) Subtract this element from all the elements d k' 

It is then evident that the element dko itself will disappear 
and that its two neighbors d ko _ 1 and d ko + 1 in that way will 
fuse into a single element. Consequently, the number of di­
rectrix elements is reduced to 2(N - 1) and we regard them 
as the elements d Ie of the (first) daughter directrix (cf. Fig. 3). 

The numbering, i.e., the labeling by an index k, of the 
elements die of the daughter directrix is to some extent arbi­
trary (remember the corresponding problem for the original 
directrix elements as discussed in Sec. II). Our convention, 
which essentially follows from continuity arguments, is 

d",,_2 =dko - 2 -dko , 

d ""-I = dko - I - 2dko + dko + I, (3.4) 

d"" =dko + 2 -dko . 
It is further necessary to determine position variables T I and 
X I for the daughter directrix with properties similar to Tand 
X. These variables are actually essentially unique in case we 
make the following requirements. 

(i) The correct PB algebra with the d Ie variables as well 
as with each other. 

(ii) In case two neighboring directrix elements have the 
same size and either can be chosen as the smallest one, the 
value of T I and X I should be independent of the choice. 
Then we obtain 

I I 2N-I 

T= "(dk-d) 
4N(N - 1) k~O ko 

X (2k - 2N + I - 2NE{ _ ko)' (3.5a) 

,,~A /~ 'V~/ 

115 

FIG. 3. The reduction of a directrix 
with N = 3 to a daughter directrix 
withN= 2. 
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I 2N-I 

X' =X - 4N(N -1) k~O (- )k(dk -dko ) 

X(2k-2N+ 1-2NE{_ko)' (3.5b) 

These variables are also closely related to the horizontal and 
vertical positions of the fusion point on the reduced direc­
trix. 

In Appendix B it is proven that the variables die, T I, and 
X I defined above do have a PB algebra characteristic of a real 
directrix as defined in Sec. II and that they all have vanishing 
PB's with T and E. 

The daughter directrix and the pair 

TN = T, EN =E (3.6) 

correspond to the first step in the reduction. Obviously the 
method can be iterated and after N - I steps, each time split­
ting off a canonical pair (Tk' Ek ) we end up in the N = 1 
sector and we have consequently in that way constructed a 
complete set of canonical variables: (Tko Ek ), k = 1, ... ,N to­
gether with (XI' PI)' 

Before we construct an action-angle variable set from 
the variables defined above, we make a number of observa­
tions. 

(I) We note that in every step ofthe reduction, the ener­
gy is reduced while the momentum is unchanged so that 

EN>EN_I>· .. >EI>IPII = IPI. (3.7) 

(II) It is further obvious that the procedure is frame 
dependent in the sense that "the smallest element" d ko in one 
frame is in general not the smallest one in another frame. 

(III) The labeling ambiguity both in the original direc­
trix and in the reduced ones corresponds to a certain ambigu­
ity in value for the corresponding time variables Tk • If we 
relabel the original N sector directrix by moving the indices 
of the directrix elements dk a complete period 

dk --dk = dk+ 2N, (3.8) 

then the corresponding time variable TN is shifted as 

TN -- TN = TN - 2EN>' (3.9) 

Similarly, a close analysis shows (for details cf. Appendix C) 
that similar relabelings of the reduced directrices always give 
shifts to the time variables Tk by amounts proportional to 
the corresponding energy variables E k' At the same time the 
position variables X k will acquire shifts proportional to P. 
Evidently, the state of motion as described by the directrix 
will remain unchanged by such operations. 

B. The construction of action-angie variables 

We define a set of new canonical variables from the set 
defined above: 

(fJN = TN/2EN' E;"', 

(fJI = Tl/2EI' Ei, 
(3.10) 

(fJo = X I/2P, P2. 
According to the property (III) above a relabeling of the di­
rectrix elements will imply a shift of the ipk 's by an amount 
independent of the dynamical variables in the problem. This 
is reminiscent of the properties of the angle variables in ac-
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tion-angle theory,8 i.e., when the system is moved in phase 
space a full period then the angle variables will acquire a 
simple numerical shift. 

We note that our requirement (iii) for the action varia­
bles is not satisfied because the E 1 are not independent but 
satisfy the bounds 

(3.11) 

This immediately suggests the transformation to a further 
set of canonical variables: 

ON =qJN' I N =E~ -E~_I' 
ON_I =qJN +qJN-I' I N _ I =E~_I -E~_2' 

01 = qJN + ... + qJl' 

00 = qJN + ... + qJo, 

- 2 2 JI=E I -P, 
- 2 
Jo=P. (3.12) 

A detailed analysis (cf. Appendix C) shows that a rela­
beling of the k-sector directrix elements 

d (k)-+d(k)=d(k) (3.13) 
n n n- 2 

will induce a shift in the corresponding angle variable Ok by 

Ok -+ Ok + 11k. (3.14) 

Obviously, such a relabeling will not change the configura­
tion. Hence, the configuration is periodic in Ok with period 
11k. Thus, in order to have unit period, the final angle varia­
bles must be 

(3.15) 

The corresponding action variables are then after this rescal­
ing 

Jk = (11k) Jk , k = 1, ... ,N. (3.16) 

For the remaining degree of freedom, we transform to the 
more natural variables 

Q=2POo, P. (3.17) 

Summarizing, we have the final variables 

ON = NqJN' "IN = (lIN)(E~ - E~_I)' 
ON_I = (N - l)(qJN + qJN- d, I N_ 1 = [lI(N - 1)] 

OI=qJN+"'+qJI' JJ=Ei-p2, 

Q = XI + 2P(qJN + ... + qJtl, P. 

The Hamiltonian is given by 

H==.EN = (p2 + ~ kJk )1/2. 

Thus, the total mass square is simply 
N 

M2= 2: kJk' 
k=1 

(3.18) 

(3.19) 

(3.20) 

The construction of the set of action-angle variables de­
scribed above implies a connection between the different sec­
tors that makes it possible to introduce a unified phase space 
for all the sectors. In fact the following statement is true. 

If an N-sector directrix is regarded as an (N + 1 )-sector 

116 J. Math. Phys., Vol. 26, No.1, January 1985 

directrix with one vanishing directrix element, then the con­
struction of action-angle variables above will lead to the set 
(P,Q), (Jk, Ok) k = 1, ... ,Nwith the same values as if they had 
been computed "directly" in the N-sector. The difference is 
that we obtain an extra "sleeping" degree of freedom corre­
sponding to the pair (J N + I , ON + I ) with 

I N + I = 0 (3.21) 

and with ON + I related to the position of the vanishing direc­
trix element. 

Thus the difference between the different sectors is 
quantitative rather than qualitative and it is both consistent 
and useful to introduce a unified phase space for the string in 
one space dimension. Thus we describe the string in terms of 
the (infinite) set of variables 

(Q,P), 

(Ok' Jk), k = 1,2, ... , 

with the Hamiltonian 

H = (p 2 + ~ kJk )1/2. 

(3.22) 

(3.23) 

The "old" N-sector in this unified phase-space will corre­
spond to the part where 

Jk = 0, k > N. (3.24) 

We also note that in case two directrix elements are equal 
and either may be chosen as the smallest one, the value of one 
of the angle variables will in general depend on the choice. 
However, in this case the corresponding action variable is 
zero (cf. Appendix B). This indicates that whenever a certain 
mode is excited and thus has a nonvanishing action variable, 
the corresponding angle variable is unambiguously deter­
mined (modulo 1) by our construction method. 

With respect to the identification of the different 
modes, it is obvious that a pure N-mode corresponds to a 
directrix with 2N directrix elements, all of them of equal size. 
In that case the size of the action variable Jk defines the 
directrix element size and all the remaining action variables, 
as well as the total momentum, vanish. This corresponds to a 
string which is folded (N - 1) times. In the usual (massless) 
particle interpretation language the directrix generates a 
string with two particles at the (free) endpoints and (N - 1) 
kink particles. The motion consists of a symmetric oscilla­
tion with the particles moving along the light cones, all the 
evenly labeled ones along one of the light cones and all the 
oddly labeled ones along the opposite light cone. 

The relation between energy and frequency and a phys­
ical interpretation of the excitation of the string are dis­
cussed in Sec. VI. 

IV. THE CM FRAME ACTION-ANGLE VARIABLES 

The procedure given in Sec. III is evidently applicable 
to the description of the string in an arbitrary Lorentz frame, 
and as we have already noted the action-angle variables con­
structed in that way will in general be different for different 
frames. Actually, since the elements of the daughter direc­
trices are linear combinations of original directrix elements 
with, in general, different transformation. properties, the 
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transfonnation properties of the action-angle variables will 
be rather involved. This problem is further elaborated in Sec. 
VII. We note that the eM frame in some sense may be con­
sidered to be a "natural" frame for describing the internal 
degrees of freedom. It has the particular property that the 
transfonnation from an arbitrary frame to the eM frame 
depends on the dynamical variables, i.e., on the total mo­
mentum and energy, and therefore this case must be treated 
with some care. 

To deal with this problem we start by considering the 
directrix in an N-sector mode in a fixed frame to be called the 
lab frame. In the usual way the directrix is parametrized by 
the independent variables T, X, and dk , k = 1, ... ,2N de­
scribed in Sec. II [Eq. (2.18)]. 

If the directrix is transformed to the eM frame, one 
degree offreedom, i.e., the total momentum, is lost because 
p CM is identically zero in the eM frame. This degree of free­
dom must then be represented by the lab frame total momen­
tum P together with a suitable conjugate variable. 

We note that since ( S, A ( S )) transfonns under Lorentz 
transfonnations as a coordinate vector, the directrix func­
tion will transfonn as 

ACM(E s- !.A(s)) = E A(s)-!.s (4.1) 
M M M M 

and the directrix elements as 

d~M = ([E - (- )kp ]![E + (_)k P W12 dk. (4.2) 

There is essentially only a single variable Xc which on the 
one hand is conjugate to P and on the other hand has vanish­
ing PB's to all of the d ~M: 

P 1 
Xc =X+ E T+ 4NE 

2N-l 
X L (-) k dk d1(k - 1- NE(k - I)) (4.3) 

k,I=O 

Here E is the ordinary sign function defined to vanish for 
zero argument. Although the expression in Eq. (4.3) is seem­
ingly a complicated one, Xc is actually identical to the string 
center of energy coordinate 

1 iE 

Xc = - x(t, u) du. 
E 0 

(4.4) 

We also need a variable T CM corresponding to the time vari­
able T for the eM directrix. The requirement that it should 
commute with Xc will essentially fix it to 

T CM = E T+ !.X - !.X. (4.5) 
M M M c 

There is no difficulty to see that T CM fulfills [cf. Eq. (2.18c)] 

E P 1 ( .2N-l ) TCM=_t_ -Xc - - M+ L S~M 
M M 2N k=O 

_ t 1 (1 e- CM 2~ 1 e- CM I e- CM) 6) 
- c - 2N 2" ~ 0 + + ~ k + 2" ~ 2N , (4. 

with tc the time in the eM frame as measured in the point Xc . 
In that way we have split off the overall translational 

degree offreedom represented by the canonical pair (Xc, P) 
from the internal degrees of freedom described by means of 
the variables 
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(4.7) 
d ~M, k = O, ... ,2N. 

We note the following constraints on the variables d ~M cor­
responding to the total energy momentum in the eM frame: 

2N-l 
L d~M=2M, 
o 

2N-l 
L (-) k d ~M = O. 
o 

(4.8a) 

(4.8b) 

By means of the internal variables in Eq. (4.7) we may then 
carry out the construction of the eM frame action-angle 
variables using the reduction procedure discussed in Sec. III. 

The construction of the variables (T~M, E~M = Mk) k 
= 1,N, the set (cp~M = T~M/2Mk' Mi) k = 1, ... ,N, and, 
finally, the action-angle variables, 

(}c;r=Ncp~M, J~M=(l/N)(Mt-Mt_d, 

(4.9) 

proceeds in the same way and the internal action-angle set in 
Eq.(4.9) together with the momentum P and cms coordinate 
Xc constitute a complete set of canonical variables. 

V. THE LIGHT-CONE ACTION-ANGLE VARIABLES 

The reduction process described in Secs. III and IV to 
construct action-angle variables will as always for collective 
variables be of a nonlocal nature, i.e., the variables are not 
easily associated with the local properties of the space-time 
orbit of the system. There is in this regard a particular sim­
plicity in connection with the light-cone frame variables (to 
be further elaborated in the next section) which motivates a 
separate treatment. It will be sufficient to treat one of the 
frames in detail, e.g., the forward case-the backward case is 
completely analogous. 

The forward light-cone variables can be obtained in the 
limit of a very large boost in the forward direction from the 
lab frame in such a way that the total momentum of the 
system becomes large and positive. For anN-sector directrix 
the lab-frame directrix elements (dk ) k = 1, ... ,N will trans­
form as 

{

E-
1 dk' keven, 

dk -dIe = 
Edk , k odd, 

(5.1) 

with E a parameter describing the transfonnation. Eventual­
ly the limit E - 0 will be taken. 

The light-cone versions of the time and position varia­
bles TN and X N will be chosen as 

TtC = (l/2E)(TN -XN) + (E/2)(TN +XN), 

xtC = - (l/2E)(TN -XN) + (E/2)(TN +XN)· 

(5.2a) 

(5.2b) 

If the parameter E is chosen small enough, it is evident that in 
every step of the reduction algorithm an odd-labeled element 
will be the smallest. 

In the limit E - 0 all the odd elements become very 
small and give negligible contributions to the variables TN' 
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which thus will depend on only the even elements, that are of 
order 1/ E. For the scaled variables ({In = Tn /2En the depen­
dence on E disappears, because also En are of order 1/E. 

However, the differences between the variables E ~ are deter­
mined by the smallest elements used in the reduction algo­
rithm, which always are linear combinations of the original 
odd elements. These therefore determine the variables 

(5.3) 

Our conclusion is thus that the angle variables 0 ;c are deter­
mined primarily by the even elements, whereas the action var­
iables J;c are determined essentially by the odd elements. In 
the backward light-cone frame the situation will obviously 
be the reversed. 

In addition to the action-angle variables, which de­
scribe the internal motion, we can for the translational de­
gree of freedom use the variables 

QO+ = lim (~xrc+ P~ orc), P+ =E+P. 
E~O 2E 2t-

(5.4) 

The light-cone frame action-angle variables can also be 
obtained in a more direct way, which we describe below to 
illuminate their simple structure. 

We introduce light-cone coordinates in the lab frame 
( S, A )-plane, and define 

S l =!( Sk ± Ad, (5.5) 

where (Sk' Ak ) are the coordinates of the comers in the di­
rectrix. Because the directrix elements lie along the light 
cones we have 

521 =521-), 521. =S2k+)' (5.6) 

The lengths of the directrix elements dk are then given by 

k odd, 

k even. 
(5.7) 

From the PB algebra for the directrix parameters given 
in Eqs. (2.16) we conclude 

{dk,s/-}=of.I' keven, (5.8a) 

(5.8b) 

The directrix is fully determined if we fix a starting point 
( 50' Ao) and either the positions in the ( + ) direction and 
lengths in the ( - ) direction of the odd elements ( S k+ , d k; k 
odd) or the positions in the ( - ) direction and the lengths in 
the ( + ) direction ofthe even elements (s k' dk , k even). 

From Eq. (5.8) we find that either set of parameters may 
be used as canonical variables. If we add the time and rescale 
with P + we arrive at the following set of canonical variables 
for the first case: 

a k = (lIP +)((t /2) - S 21 - d,} 
I 

_p d k= 1, ... ,N. 
k - + 2k-)' 

(5.9) 

Together with P + and its conjugate coordinate 

1 liN 
Q+= -t--(So- +siN)- -Ilkak (5.10) 

2 2 P+ ) 

they constitute a complete set. 
At this point we make the following observations. 
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(I) The insertion of the explicit time dependence in con­
nection with the definition of the a-variables is needed in 
order to fulfill the (naive) equations of motion with the lab­
frame energy E as the Hamiltonian [cf. Eq. (2. 18c)]. 

(II) The variable Q+ in Eq. (5.10) is essentially equal to 
the variable QO+ introduced in Eq. (5.4): 

QO+ = Q+ + P +' const. (5.11) 

(III) The periodicity of the directrix implies 

S k±+2N = S if + P ± . (5.12) 

Thus, the rescaling with P + is done in such a way that a 
change in starting point (So, Ao) by one period implies a 
change in a k by one unit, while Ik and Q+ remain un­
changed: 

a k ~ak + 1, k = 1, ... ,N, 

Q+~Q+, 

Ik ~/k' k = 1, ... ,N. 

(IV) Due to the obvious inequalities 

S t <'s 3+ <, .. ·<,S it-I' 
we have 

(5.13a) 

(5.13b) 

(5.13c) 

(5.14) 

(5.15) 

i.e., the canonical pairs (ak' Id are labeled according to an 
ordering with respect to the numerical values of the a's. 

It is evidently possible to introduce another ordering 
principle, e.g., according to the magnitudes of the momen­
tum variables I k • 

In that way we obtain from the set (a k , I k ) k = 1, ... ,N 
another set (/3k' K k) k = 1, ... ,Nwith 

(5.16) 

By a comparison with the definitions of the action-angle var­
iables in the light-cone frame we expect that the set 

/3) + ... +/3N' K), 

/32 + ... +/3N' K2 -K), 
(5.17) 

/3N' KN - K N_ \! 

should be equivalent to our "old" set of action-angle varia­
bles (0 ~c, J~C), k = 1, ... ,N. The action variables are identi­
cal and except for nondynamical additive numerical con­
stants also the angle variables can be shown to be the same. 
Thus in the (forward) light-cone frame, the action angle var­
iables seem to have an especially simple structure. The ac­
tion variables are simply differences between the mass varia­
bles K k, which correspond to the lengths of the odd directrix 
elements, rescaled with P +. The angle variables are simple 
linear combinations of the variables/3k' which are the posi­
tions in the S + -direction of the same elements, rescaled with 
P :;:.). The total mass squared is evidently 

(5.18) 

When we consider the set (Kk ) or the set (Jk ) we are con­
cerned with the ordering in size of these mass variables. 
When we instead consider the set (Ik)' we are actually order­
ing the same mass variables in accordance with positions 
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along the positive light cone, i.e., according to the numerical 
values of the position variables ak in Eq. (5.15). 

VI. THE STRING SYSTEM AS A SET OF OSCILLATORS 

In this section we will show that the string system is 
equivalent to a system of indistinguishable oscillators. We 
show in some detail the relationship between the dynamical 
variables of such an oscillator system and the light-cone 
frame action-angle variables ofthe string. We end by exhibit­
ing the effect of exciting the string system by giving an im­
pulse to one of its endpoints as expressed in terms of the 
dynamical variables of the oscillator system. 

We start by considering a set of N oscillators with equal 
frequency liJo. The oscillators will be labeled by indices k in 
an arbitrary way and the system is then described by action­
angle variables (Ik , ad k = 1, ... ,N which are all indepen­
dent. 

An excitation of the k th oscillator described by n k will 
be such that 

Ik = 21Tnk, 

and the total excitation energy is given by 
N 

H = liJo L nk • 
I 

(6.1) 

(6.2) 

In a quantum description of the oscillator system all the exci­
tations nk correspond to integers and the excitation energy 
Jk is then the energy above the ground state energy. We will 
call the oscillators indistinguishable if any pair of action­
angle variables can be exchanged without change in the state 
of motion ofthe system. Thus, e.g., the states (aI' II; a 2, 12 ) 

and (a2, 12; a I' II) correspond to the same motion ofthe sys­
tem. We note that we may under those circumstances find a 
unique way to represent a state by labeling the oscillators 
according to the values of a k : 

(6.3) 

Alternatively, we can reorder the oscillators according 
to the magnitude of the action variables and represent the 
same state by a set (/3k' K k), k = 1, ... ,N, where 

KI = I kt = max(Ik), /31 = akt' 

K2 = Ik2 = (next largest Id, /32 = ak2' (6.4) 

etc. 
Then we have 

(6.5) 

We note that in the second case the requirement (iii) in Sec. 
III for independence is not fulfilled but this is easily reme­
died. We can replace the K's by their differences and define 
the variables 

()I =/31' 
()2 = /31 + /32' 

J I =KI -K2, 

J2 =K2 -K3, 

()N =/31 + ... +/3N' I N =KN · 

(6.6) 

These variables are all independent and the energy is given 
by 

(6.7) 
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where m l = nkt - nk,' etc., i.e., Jk = liJomk' 
Thus we conclude that a set of N indistinguishable oscil­

lators with frequencies liJo is equivalent to a set of N distin­
guishable oscillators with frequencies kliJo (k = 1, ... ,N). We 
also observe that the action-angle variables for the string in 
the light-cone frame satisfy the same relations with the ener­
gy H above replaced by M 2. 

Because of this difference, the frequencies of the string 
motion are not fixed as for an ordinary harmonic oscillator. 
The frequency of the k th mode is instead given by 

. aH 1Tk 
liJk = 21T()k = 21T --= -. (6.8) 

aJk H 

For a pure N-mode we have in the cms H = M = ~ NJ Nand 
the frequency becomes 

(6.9) 

In this picture with the string system described as a set 
of N indistinguishable oscillators, it is easy to visualize an 
excitation of the system. Here the oscillator variables I k' a k 

are the lengths in the negative light-cone direction, and the 
positions in the positive light-cone direction, of the odd k 
directrix elements dk [cf. Eq. (5.9)], scaled by the factors P + 
and liP +, respectively. 

An excitation of the k th oscillator to a higher level cor­
responds to increasing the element d2k _ I by an amount 8. 
For the string motion this corresponds to giving the end­
point particle (the "quark") a kick with a lightlike momen­
tum (.JE, .JP) = (8, - 8) in the negative direction at a time 
when the quark is moving in the same direction. On the other 
hand, if the quark would be moving in the opposite (positive) 
direction at the time of the impulse transfer, it cannot stay on 
its (zero) mass shell unless its original energy and momentum 
continue as a kink on the string. 

This corresponds to the formation of a new tooth on the 
directrix, i.e., a transition from the N-sector to the (N + 1)­
sector. The new directrix element is determined by the im­
pulse 8, and the corresponding position 5 + is related to the 
time of the interaction. Thus in this case a new oscillator is 
excited, the corresponding angle variable given by 5 + IP +, 

where 5 + is related to the space-time position of the quark at 
the time it is kicked, while the corresponding action variable 
is given by 28·P +. 

In both cases, the change in a k, Ik is simple and it is 
obviously easy to calculate the corresponding change in the 
variables (()k' Jk )· We conclude that the action-angle varia­
bles of the forward light-cone system are well suited for giv­
ing a simple description of excitations of the above kind. We 
note that if the quark instead is kicked in the positive direc­
tion, (.JE,.JP) = (8, 8), the excitation is most easily de­
scribed in the backward light-cone frame. 

VII. THE LORENTZ TRANSFORMATION OF THE 
ACTION VARIABLES 

In this section we demonstrate in a simple example how 
the action variables vary with the choice of Lorentz frame. 

We consider for simplicity a configuration in the sector 
N = 2 that in some frame has the following directrix ele­
ments: 
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(do, d l, d2, d3 ) = (4,2,1,3). 

When a boost is applied, they will transform to 

(dk(z)) = (4z, 21z, z, 3Iz). 

The parameter z is related to the boost velocity v by 

z = ((1 + v)l(1 - V))1/2 > O. 

In the boosted frame, the energy will be 

E 2(z) = ~ z + S/2z. 

The smallest element is 

dko(z) = {d2(Z) = z, 
dl(z) = 2/z, 

for z,/i, 

for z>/i. 

Thus the energy of the reduced directrix becomes 

E1(z) = {Z/2 + S/2z, z,/i, 
Sz/2 - 3/2z, z>/i. 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

(7.S) 

(7.6) 

The momentum of the reduced directrix, which of course is 
the same as that of the original directrix, will be 

P(z) = Sz/2 - S/2z. (7.7) 

It is straightforward to compute the action variables, and the 

result is for z,/i, 

J2(z) = !(E ~ - E i) = 3~ + S, 

J1(z)=Ei _p2= -6zz + IS; 

(7.8a) 

(7.8b) 

and, for z>/i, 

Jz(z) = 10 + 2/z2, 

J1(z) = S - 4/~. 

(7.9a) 

(7.9b) 

This example illustrates the generic type of frame depen­
dence for the action variables. They are continuous func­
tions of z, that piecewise have the typical form 

Jdz)=AkZZ+Bk +Ck(l/z2) (7.10) 

with A k' B k' and C k in general different in different regions 
of the positive z-axis. Since all Jk 's are positive and 

(7.11) 

every Jk must be bounded. We must then haveA k = 0 in the 
region closest to z = 00, and C k = 0 in the region closest to 
z = O. This is obviously the case in our example. It is obvious 
that the Lorentz transformation properties of the action var­
iables are not very simple. This is related to the fact that the 
angular momentum tensor does not have a simple represen­
tation in terms of our variables in a general frame. 

There are however a few exceptions. One is for the CM­
frame variables as defined in Sec. IV. In order to prove this, 
we note the general definition of angular momentum for an 
extended system 

JfJ-V= f(XfJ-dpV-XVdpfJ-). (7.12) 

In the case of one space dimension the angular momentum 
tensor has only one independent component J 10 = _ J 01 • 

For the string case it is given by 

JIO = 1 du(x(U, t) - t :~) 

= lE x(t, u) du - Pt. (7.13) 
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Comparing with Eq. (4.4), we can rewrite this as 

JIO =EXc- Pt 

( )

1/2 
=Xc p2+ ~kJfM -Pt. (7.14) 

A simple check shows that we have the correct PB algebra 
for the Poincare-group generators E, P, and J 10: 

{JIO,EJ =P, 

{PO,PJ =E, 

{E,PJ=O. 

(7.1Sa) 

(7.1Sb) 

(7.1Sc) 

The other exceptions are for the light-cone frame variables, 
as defined in Sec. V. The variable Q+ defined there as conju­
gate to P + [Eq. (S.lO)] is actually closely related to the cen­
ter-of-energy coordinate Xc : 

Q+ = EXJP +. (7.16) 

Thus, in terms of the forward light-cone frame variables, the 
boost generator J 10 is given by 

J IO =P+Q+ -Pt=P+Q+ 

_ ~ (p _ l:f J~C). 
2 + P 

+ 
(7.17) 

We note that the boost generator also can be expressed in a 
simple way in terms of the original directrix parameters as 

JIO =EAo -PSo 

k odd I even 

We conclude that whenever one is interested in a simple re­
presentation of the Poincare group generators one should 
use the CM-frame variables or the light-cone-frame varia­
bles. 

APPENDIX A: THE DIRAC BRACKETS 

Consider a Hamiltonian system with a set of canonical 
variables (qj> Pi)' and a set of constraints on them 

Ck(qi,Pi) = 0, k = 1, ... ,2N. (AI) 

(It is necessary to have an even number, see below.) 

We will require the PB between a constraint variable Ck and 
any other quantity to vanish. In particular, we will require 
for arbitrary k and i 

{ck,q;] =0, 

{Ck,P;j = O. 

Then, clearly, the naive PB's, i.e., those defined by 

{ J, g J = L aj . ag _ aj. ag , 
k aqk ah ah aqk 

will not be acceptable, since 

aCk 
{Ck,q;]O= - -a ' 

'Pi 

aCk 
{ck,Pi Jo = -a ' 

qi 

which not all could vanish. 
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Dirac 7 has suggested the following projection method 
for adjusting the naive PB's in order to obtain Eq. (A2). 

Define the (antisymmetric) matrix 

Mkl = {Ck' crlo (A4) 

and invert it (possible for an antisymmetric matrix only if it 
has even dimension): 

Wkl = (M-1)kl' (A5) 

The physical PB (sometimes called the Dirac bracket) 
between two arbitrary variables, A and B, will then be de­
fined as 

{A, B } = {A, B }o 

- L{A,ck}oWkdcl,B}o. (A6) 
kI 

We wish to apply this procedure in terms of the string direc­
trix Ai ( 5' ) (for an arbitrary number of dimensions). The na­
ive PB's are 

(A7) 
{Xj(t, 0'), Xj (t, 0") } 0 = {Trj (t, 0'), Trj (t, o')} 0 = 0, 

wherex/(t, 0') is the position and Trj(t, 0') the momentum den­
sity at the point on the string defined by 0' at the time t. Using 

Xi(t,O') = ~(Ai(t + 0') + Ai(t - 0')), 
(A8) 

Tri(t, 0') = !(A ;(t + 0') + A ;(t - 0')), 

and choosing t = 0, we get the naive PB's in terms of the 
directrix 

{Ai(S),Aj(S')}o = - 8ijE(s - 5')' -E<.s, 5' <E, (A9) 

where E( 5 - 5') is the ordinary sign function, and E is the 
total energy of the system. . 

The constraints are given by 

C( 5) == LA;( 5)2 - 1 = 0, - E<.s <E. (AW) 
j 

From Eq. (A 7) it is straightforward to derive 

{Ai( 5), C( s')}o = 4A;( 5) 8( 5 - 5')' 

{C( s),Aj(s')}o = - 4A;(s)8( 5 - 5')' 
(All) 

M(s,s') = {cIs), c(s'llo = 88'(5- 5')' (AI2) 

M ( 5, 5 ') is the generalization of the matrix M kl to a contin­
uous system. It is easily inverted, giving 

W( 5, 5') = if, E( 5 - 5 '). (A13) 

Using Eqs. (A 11) and (A 13) we get the physical PB's for the 
directrix 

-E<.S, 5' <E. (AI4) 

In addition to Aj ( 5), - E <'5 < E, we need the total energy 
(E) and momentum (Pi) to get a complete description of the 
system. Since they both have vanishing naive PB's with the 
constraints c( 5 ), the resulting PB's will be unchanged: 

{Ai(s),E} =A;(s), {Ai(s),Pj } =8ij' {E,P;} =0. 

(AI5) 

Using the periodicity condition for the directrix 
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(AI6) 

we may continue the PB definition for the directrix outside 
the interval ( - E, E), giving 

{Aj( 5), Aj( s')} 

= €( 5 - s')(A;( s)A;( 5') - 8ij), (AI7) 

where €( 5) is the periodized sign function defined in Eq. 
(2.11). 

APPENDIX B: JUSTIFICATION FOR THE REDUCTION 
ALGORITHM 

In this appendix we justify the introduction of the re­
duced-directrix parameters as generally defined in Sec. III 
[Eqs.(3.4) and (3.5)]. Assuming the original directrix to be 
given in the N-sector with parameters T, X, d k we will show 
for the (first) reduced-directrix parameters T', X', d k that (i) 
they all commute (Le., have vanishing PB's) with E and T, 
and (ii) they have an internal PB algebra, characteristic of the 
parameters of a real directrix in the (N - 1 )-sector. This jus­
tifies the first step in the reduction scheme, and thus, by 
induction, the complete algorithm. 

We start by noting that, since 

{E, dd = 0, {E, X} = 0, 
(Bl) 

{T,dk } = liN, {T,X} =0, 

the first statement (i) follows from the fact that the reduced 
parameters can all be expressed as linear combinations of 
differences of the original directrix elements, except X' that 
also includes X. 

For the second statement (ii), we note that the PB's 
between the original directrix elements are such that only 
nearest neighbors have nonvanishing PB's. Thus, when we 
subtract d ko from all elements, the PB between two elements, 
neither of which is nearest neighbor to dko , will not change. 

The only element of the reduced directrix that is related 
to the neighbors of d ko is 

(B2) 

which is easily seen to have the correct PB with the other 
reduced elements, and accordingly we have proved that the 
internal PB-algebra of the reduced elements d k comes out 
correct. To complete the proof, we must analyze the PB's 
involving X' and T'. 

From the definitions [Eqs. (3.5a) and (3.5b)] of T' and 
X - X' in terms of linear combinations of the elements d k' it 
is straightforward to derive their PB's with d k' The result is 

{T',dd = 1 + _1_ [(N-ko -l)8L ko +l 
N(N-l) N-l 

-8L ko +(ko -N)8L ko -d, (B3a) 

{X -X'd} = - (- )k + (- )ko [_ J.- 8P 
'k N (N _ 1) N _ 12k - ko + 1 

+8Lko - ~ 8Lko-1]. 

Using Eq. (2. 16b) we obtain for X' the PB's 
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{X' d 1 = l=.L + (-) "0 
'k N-I N-I 

X[ ~ <5L "o +l -<5L "o + ~ <5L "o -l]' (B4) 

Subtracting the PB's with d"o , we get 

{T',dk -d"ol 

=_1_ + _I_[(N-ko -I)<5L "o +l 
N-I N-I 

- <5 L "0 + (ko - N) <5L "0 _ 1 ] , (BSa) 

, (_)k (_)"0 [1 p 
{X ,dk -d"ol =-- + -- -<5k - "o + 1 

N-I N-I 2 

-<5L "o + ~ <5L "o - 1 ]. (BSb) 

One readily realizes that this leads to the correct PB's with 
the elements of the reduced directrix 

{ T', d k 1 = lI(N - 1), 

{X', dk} = (_)k I(N - 1). 

(B6a) 

(B6b) 

Using Eq. (BSb) and the definition of T', one finally derives 

{X', T'l = O. (B7) 

We conclude this appendix by showing an important 
continuity property for X' and T'. Assume that either of two 
neighboring elements, d"o and d "0 + 1 of the original N-sector 
directrix can be taken as the smallest element. 

In case d"o is chosen, we get 

1 2N-l 
T' = 4N(N _ 1) k~O (dk - d"o ) 

X [2k - 2N + 1 - 2NEi' _ "0]' (BSa) 
1 2N-l 

X-X'= L (-)k(dk -d"o ) 
4N(N - 1) k=O 

X [2k - 2N + 1 - 2NEi'_"o] ' (BSb) 

whereas if d"o + 1 is chosen, we obtain 

, 1 2N-l 
T = 4N(N _ 1) k~O (dk - d"o + tl 

X [2k - 2N + 1 - 2NEi'_"o_ d, (B9a) 
1 2N-l 

X-X'= ~ (_)k(d -d ) 
4N(N _ 1) k":O k "0+ 1 

X [2k - 2N + 1 - 2NEi' _ "0 _ 1 ] • (B9b) 

Using that d"o = d "0 + 1 we obtain the difference between the 
two definitions 

, 2N 2N-l 
..:iT = 4N(N _ 1) k~O (dk - d"o ) 

X(Ei'-"o-1 -Ei'-"o)' (BlOa) 
2N 2N-l 

..:i (X -X') = L (- )k(dk - d"o ) 
4N(N -1) k=O 

X(Ei'-"o-l - Ei'-"o)' (BlOb) 

This can be rewritten as 
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_ 1 2N-l 
..:iT' = L (dk - d"o ) 

2(N - 1) k=O 

X (<5L "0 - 1 + <5L "0) = 0, (BIla) 
1 2N-l 

..:i(X-X')= - L (-)k(dk-d"o ) 
2(N - 1) k=O 

X(<5L "o -l + <5L "o ) = O. (Bllb) 

Thus, since X does not depend on the choice of ko, we have 
shown that X' and T' are the same in both cases. 

In this case, if d"o is chosen as the smallest element, the 
element d"o + 1 disappears from the daughter directrix; it is 
absorbed in d k., _ 1 . However if the two small elements are 
not nearest neighbors, then if one of them is chosen, in the 
next step of the reduction algorithm the other one is reduced 
to zero and will be the smallest one. The corresponding ac­
tion-variable J N _ 1 will then also be zero. In this case the two 
choices of ko will in general give different values for X' and 
T', and thus a non uniqueness of the angle variable (} N _ 1 . 
The other angle variables will, however, be unaffected. 

By a comparison with the harmonic oscillators, where 
the vanishing of the action variable makes the angle variable 
completely nonsignificant, one realizes that this is a quite 
normal behavior. 

APPENDIX C: DERIVATION OF THE PERIODICITY 
PROPERTIES OF THE ANGLE VARIABLES 

In this appendix, we justify our choice of angle variables 
by proving that they have the correct periodicity properties, 
i.e., that the configuration ofthe system, represented by the 
directrix, is periodic with unit period in each of the angle 
variables. 

The elements of a given directrix can be labeled in dif­
ferent ways. Different labelings give different values for our 
variables corresponding to the same directrix, i.e., the same 
state of motion. We will show below that various relabelings 
will imply shifts of the angle variables by integer numbers. 
On the other hand, because the directrix is a continuous 
function of the angles (see Appendix B), a unit change of the 
angle variables by a continuous variation corresponds to a 
change of the directrix coming back to the same state, imply­
ing the periodic property. 

The first kind of relabeling we consider is a shift in the 
labeling of the elements of the original directrix. Since we 
still want So to correspond to a local minimum of the direc­
trix, the smallest possible relabeling shift is by two units: 

Sk --Sk =Sk-2' 
(Cl) 

Then, because of their definition [Eqs. (2.1Sb) and (2.1Sc)], 
TN and X N will be shifted according to 

TN -- T~ = TN + (liN) 2EN, 

X N __ X~ =XN - (liN) 2P. 

(C2a) 

(C2b) 

Furthermore, since the labeling of the daughter directrix is 
related to the labeling of the original directrix in accordance 
with Eq. (3.4), it is seen from the definition [Eq. (3.Sa)] that 
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also the other Tk's will acquire shifts: 

Tk ---+ T" = Tk + [11k (k + 1)] 2Ek, k <N. (C3) 

From the definition [Eq. (3.Sb)] there will be a corresponding 
shift in the variables X k + I - X k : 

Xk+ I -Xk ---+X,,+ I -Xi, 

=Xk+ 1 -Xk + [lIk(k+ 1)] 2P. (C4) 

The only X k we are interested in is X I' which will acquire the 
following shift: 

XI ---+ X; = XI - 2P. (CS) 

For the angle variables, as defined in Eqs. (3.18), we thus get 
the following shifts: 

Ok ---+ 0" = Ok + 1, k = 1, ... ,N. (C6) 

All the other variables are left invariant by this operation. 
The second kind of relabeling is related to the possibil­

ity of choosing another copy of the smallest element in one of 
the directrices, say the one belonging to the n-sector (n > 1): 

(C7) 

From the definitions (3.5), and the properties ofthe periodi­
cal sign function [Eq. (2.11)], this implies the following shifts 
in Tn _ I and Xn - Xn - I : 

Tn_I ---+ T~_I = Tn_I + [lI(n - 1)] 2En_ l , (C8) 

=Xn -Xn_ 1 + [lI(n -1)] 2P. (C9) 

Furthermore, a change of k ~I implies a shift in the number­
ing of all the lower-sector directrices [cf. Eq. (3.4)]. Accord­
ingly, the Tk's with k < n - 1 will require shifts: 

Tk ---+ Ti, = Tk + [lIk(k + 1)] 2Ek, k<n -1. (C10) 

Again, the same goes for X k + I - X k : 

Xk+ 1 -Xk ---+Xi,+1 -Xi, 

=Xk+ I -Xk +[lIk(k+1)]2P, k<n-1. (Cll) 

For XI' this implies the shift 

Xl ---+x; =XI - 2P. (C12) 

For the angle variables, we can derive the following shifts: 
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k>n, 

k = 1, ... ,n - 1. 
(C13) 

Again, all the other variables are left invariant by the oper­
ation. Thus, in both kinds of relabeling, only the angle varia­
bles are affected. 

We note that the shifts derived from the relabelings dis­
cussed above constitute a complete basis of lattice vectors in 
(}-space with (} the vector (} = (OI, ... ,ON)' 

The lattice vectors are evidently 

IN = (1,1, ... ,1,1), 

IN_l = (1,1, ... ,1,0), 

II = (1,0, ... ,0,0), 

(CI4) 

with the case given in Eq. (C13) corresponding to An. 
n = 1, ... ,N - 1 and the case in Eq. (C6) to IN' In case we 
only want to change the angular variable Ok leaving the rest 
unaffected, we may use the shifts 

IN -IN_I = (0, ... ,0,1), 

IN_I -IN-2 = (0, ... ,0,1,0), 

l2 -ll = (0,1,0, ... ,0), 

J'I = (1,0, ... ,0). 

(CIS) 

Since these lattice vectors correspond to different relabelings 
of a given directrix and its daughters, we have obviously 
shown that the configuration is periodic in each of the 0k'S 
with unit period. 
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Mass eigenfunction expansions for the relativistic Kepler problem and 
arbitrary static magnetic field in relativistic quantum theory 

Levere C. Hostler 
Physics Department. Wilkes Col/ege. Wilkes-Ba"e. Pennsylvania 18766 

(Received 6 February 1984; accepted for pUblication 20 July 1984) 

We investigate the existence of orthogonality and completeness relations for the eigenvalue 
problem associated with the differential operator A = - lll-'lll-' - ie(1' (E + iB), 
lll-' = - i al-' - eAw The operator A acts on 2X 1 Pauli-type spinor fields defined over all 
Minkowski space, and may be interpreted as the square of the mass of a charged Dirac particle 
moving in an external c-number electromagnetic field. We show that A is self-adjoint with respect 
to the not positive-definite inner product (rpb; rpa) = S d 4x ~brpa' where ~b is defined as 
~b = rp ~ ( - i'ii4 - (1' fi). A proofis provided for the Coulomb case that the mass eigenfunctions 
form a complete set in spite of the indefinite metric in Hilbert space. The mass eigenfunction 
expansion of the propagator is worked out explicitly for the Kepler case. This mass eigenfunction 
expansion is expected to be quite useful for bound state calculations in quantum electrodynamics, 
since it involves the covariant denominators (m')2 - (m)2. 

I. INTRODUCTION 

We investigate completeness and orthogonality rela­
tions for the eigenvalue problem associated with the differ­
ential operator 

and B through the defining equations 

A = - ill4 + (1' 0 

and 

B = - ill4 - (1 • o. 

(2.1) 

(2.2) 
A = -lll-'lll-' -ie(1'(E+iB), lll-' = -ial-' -eAI-" 

(1.1) 
acting on 2 X 1 Pauli-type spinor fields defined over all Min­
kowski space, concentrating mainly on the case in which AI' 
is the four-potential of a static Coulomb field. We can view1

•
2 

A as the square of the mass of a charged Dirac particle inter­
acting with the field AI-" 

All relevant operations can be performed in terms of these 
two operators. We note the operator identity 

In Sec. II A we show that A is self-adjoint with respect 
to the Lorentz invariant inner product 

(rpb; rpa) = J d 4x ~brpa (1.2) 

in Hilbert space, where the dual state ~ is defined as 
- +- .... 
rp ==rp t( - ill4 - (1' 0). (1.3) 

It is expected that a complete orthonormal basis of eigen­
functions of A will exist for an arbitrary external potential. 
However, the lack of positive definiteness of the inner pro­
duct (1.2) prevents the straightforward application of the 
spectral theorem, which would otherwise guarantee this. 
That an orthonormal basis of eigenfunctions nevertheless 
exists is trivial for the special case of an arbitrary static mag­
netic field. The proof for a Coulomb field is given in Sec. 
II B 1. The proof involves relating the given eigenvalue 
problem with an indefinite metric to an associated eigenval­
ue problem with a positive-definite metric, for which the full 
power of the spectral theorem is at our disposal. An applica­
tion is presented in Sec. II B 2; where a mass eigenfunction 
expansion of the Coulomb propagator is derived. 

II. MASS EIGENFUNCTION EXPANSIONS 

A. Self-adJointness of A with respect to the indefinite 
metriC 

To organize the proof of self-adjointness of A with re­
spect to the indefinite metric (1.2) we introduce operators A 

A=AB 

and the relation 

~ = (ptB, 
which is just Eq. (1.3) in the new notation. 

(2.3) 

(2.4) 

If A is to be self-adjoint with respect to the metric (1.2) 
we must have the identity (Arpb; rpo) = (rpb; Arpa) for any two 
spinor fields rpb, a' Writing this identity out in terms of inte­
grals, and using the defining equation (2.4) of the dual, we 
find the requisite condition in the form: 

f d 4x{ABrpb)tBrpa = f d 4xrpbB (ABrpo)' (2.5) 

That the condition (2.5) holds for any two spinor fields rpb. a is 
an immediate consequence of the self-adjointness of A and B 
with respect to the simple metric S d 4X rp ~ rp a' This estab­
lishes the self-adjointness of A with respect to the metric 
(1.2). 

B. The relativistic Kepler problem 

1. General theory 

When written out explicitly for the case of a Coulomb 
potential, the operator A takes the form 

A = (i!....)2 + 2i!.... Za +~!....,.z!.... 
at at r ,.z ar ar 

K 2 - K - (Za)2 - iZau . r 
,.z 

K=(1' L + 1. 

The identity 

(2.6) 
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K2 -K - (Za)2 - iZauo r =S { - !(1- (2r+ 1)2)}S-I, 
(2.7) 

in which 

r + ! = (K 2 - (Za)2)1/2 - !E(K), 

E{K) = {+ 1, K>O, 
-1, K<O, 

(2.8) 

and 

S = ei(T'ifJl2, () = tanh- 1(ZaIK), (2.9) 

parallels earlier results of Biedenham3 and of Martin and 
Glauber,4 who dealt with the conventional Dirac equation. 

By use of the identity (2.7), the expression (2.6) for A can 
be written 

A =SHS- 1
, 

where 

(2.10) 

H = (i!....)2 + 2;'~ Za + -.!..!.... r!.... + 1 - (2r + 1)2 
at at r r ar ar 4r 

(2.11) 

According to Eq. (2.10) there will be a one-to-one correspon­
dence between solutions rfJ A' of the eigenvalue equation 
ArfJ A' = A ' rfJ A' and solutions X A' of the eigenvalue equation 
HXA =A 'XA' with rfJA' = SXA" But H is self-adjoint with 
respect to the simple positive definite inner product 
f d 4X X ~ " X A' in Hilbert space. By the spectral theorem, the 
functions X A' can be chosen to form an orthonormal basis. 
Now let rfJ be an arbitrary spinor field, and let us expand 
S -lrfJ as a linear superposition of the eigenfunctions 
XA,:S-lrfJ = :IA,CA'XA" Substituting XA' = S- lrfJA' and 
removing the common factor S -Ion both sides of the equa­
tion gives rfJ = :IA 'CA ,rfJA" Since rfJ is arbitrary, we have here 
a proof of completeness of the eigenfunctions rfJ A' . 

Next we investigate the relationship between the dual 
states in the two eigenvalue problems. From the relation 
HXA' =A 'XA' we find first X~,H=A 'X~" then 
X~,S-ISHS-l =A 'x~,S-I, and then 

X~.s-IA =A 'X~,S-I. (2.12) 

On the other hand, taking the dual with respect to the inde­
finite metric of the eigenvalue equation ArfJ A' = A ' rfJ A' we 

-+-+ t...... , t <-
get (A BrfJA') B =A rfJ A"B or 

~A,A =A '~A" (2.13) 

By comparing the two equations (2.12) and (2.13); we see that 
a given ~A' = (rfJA' )tjj is proportional to X~ ,S -1 if there is 
no degeneracy: ~ A' = J.L A ,X~ ,S -1, for some proportionality 
constant J.L A" For the general case of degeneracy we have (0 
and b are degeneracy quantum numbers) 

- t-l 
rfJA'a = LCabXA'bS . 

b 

We record here also the relation 

(2. 14a) 

rfJA'a =SXA'a (2. 14b) 

defining the correspondence between the eigenfunctions of 
the two eigenvalue problems, 

Next we investigate the constants Cab' From Eq. (2. 14a), 
and using the orthogonality and completeness relations for 
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the functions XA" we find Cab = f d 4x X~ 'aSBSXA 'b' Since 
the operator SBS is self-adjoint with respect to the simple 
inner product f d 4x X~ 'aXA 'b it follows that the constants 
Cab form a self-adjoint matrix C. Let Uab be matrix elements 
of a unitary matrix U diagonalizing 
C:(U- 1CU)ab =J.LA'a{)ab' If we define new functions 
X~'a =:IbXA'bUba, and 

rfJ ~'a =SX~'a; 
then we find 

(2.15a) 

~~'a =J.LA'aX~tas-l (2. 15b) 

also in the degenerate case. If our original states XA 'a were 
normalized according to fd4xX~"aXA'b = {)A"A'{)ab then 
the functions X~ 'a likewise have this normalization. The 
normalization of the rfJ ~ 'a is [from Eqs. (2.15b) and (2. 14b)] 

(2.16) 

Of course the new functions rfJT can be rescaled so as to 
have a norm of magnitude unity: 

f 4 -T T 
d xrfJA"brfJA'a = EA'a{)A"A '{)ab' 

EA'a = {
+1, J.LA'a>O, 

-I, J.LA'a<O. 
(2.17) 

If our eigenfunctions are normalized according to Eq. (2.17), 
then the completeness relation for the eigenfunctions reads 
{)4(2,1) = :IA'aEA'arfJ(2)A'a~(I)A'a or, in abstract operator 
notation 

where 

( rfJA'a I =(rfJA 'a lB. 

2. Coulomb propagator 

(2.18) 

We have by now developed all the machinery necessary 
to write down a formal mass eigenfunction expansion ofthe 
Coulomb propagator. This propagator can be defined 
through the abstract operator statement 

g = lI(A - m 2
). (2.19) 

The mass eigenfunction expansion of g emerges if one uses 
the completeness relation (2.18) in a usual way: 

~ IrfJA'a)(M 
g = ,i;..EA'a , 2' 

A'a A -m 
(2.20) 

The expression (2.20) remains mathematically well-defined 
when the parameter m takes any complex value not in the 
eigenvalue spectrum of A. To obtain the usual Feynman pro­
pagator, however, one specializes m to be the physical parti­
cle mass, less an infinitesimal imaginary part. Because of the 
covariant denominators in Eq. (2.20), the mass eigenfunction 
expansion of the propagator is expected to be quite useful in 
quantum electrodynamics calculations. 

For practical applications we still require explicit ex-

pressions for the states IrfJ A 'a) and ( rfJ A 'a I. Because of the 
degeneracy of the hydrogen spectrum, the requisite states for 
Eq. (2.20) must be computed using the diagonalization pro-
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cedure of Sec. II B 1. Acordingly, these expressions are a bit 
complicated, and are presented as reference material in the 
Appendix. Here we derive an alternate "short form" of the 
mass eigenfunction expansion, which seems to serve just as 
well as the "standard form" (2.20). 

The short form exploits the completeness relation 

(2.21) 

for the eigenfunctions of H. If we multiply on the left by S 
and on the right by S -I, we obtain the identity 

(2.22) 

The virtue of the identity (2.22) is that the statesS IXA 'a) are 
right eigenfunctions of A, AS IXA 'a) = A'S IXA 'a); and the 
states (X A 'a IS - 1 are left eigenfunctions of A, 
(XA'aIS-IA =A '(XA'aIS-I. The expansion (2.22) differs 
from that in Eq. (2.18)in that in Eq. (2.22) the bra (XA 'a IS-I 
is in general not the dual of the ket S Ix A 'a ). Nevertheless, 
the expansion (2.22) can still be used as (2.18) was, and will 
again yield a mass eigenfunction expansion: namely, 

_ ~ SIXA'a)(XA'aIS -
1 

g-,£.. A' 2 A'a -m 
(2.23) 

The expansion (2.23) has the advantage that the expressions 
for the functions IXA 'a) are relatively simple. These express­
ions are written in the form X = (dE 1217')1/2 
xexp( - iEt)R (r)YIJM(r), where the radial functions R (r) 
are found to be5 

Continuum states 

R = (~~ )1I2 IF (1 + r - iv)l e11'Vl2r - 11;v,r+(1I2)( - 2ikr), 

v=EZalk, - (IJ <E< + (IJ, O<k< (IJ, 

A = E2 - k 2 <E2; (2.24) 

Continuum states 

[~~=:::::] = [:II~ ~:I/~ Ir ;I;:;~](~~::::::~ =:]; 
Bound states 

Bound states 

R = {(21])3 (n - I)! } 112(21]rt e - Tf'L ~~+11(21]r), 
2(r + n) (2r + n)! 

(2.25) 

O<E < (IJ, n = 1,2,3, ... , 

1]= EZa, A =E2{1 + (Zaf }>E2. 
(r+n) (r+n)2 

(2.26) 

By describing the continuum states above in a discrete ap­
proximation, we are able to write down a uniform normali­
zation condition 

f d 4x X~XB = ~A.B' (2.27) 

in which A and B are short-hand notations for the whole set 
of quantum numbers E, k, I, J, M (continuum states) or E, n, 
I, J, M (bound states), as appropriate. 

APPENDIX: DETAILS OF MASS EIGENFUNCTIONS 

Here we obtain the functions ¢J needed for the mass 
eigenfunction expansion in standard form [Eq. (2.20)]. For 
this purpo~e we require the functions XT and ¢JT = SXT for 
which ¢J T = PXTtS -I. We start by forming 

¢A. S = ( SXA. )S = X~SBS; since this is expected to be a sim­
ple linear superposition of degenerate levels X ~ in accor­
dance with Eq. (2.14a). The operator SBS has been worked 
out in Ref. 2, Appendix A, and has been found to be 

SBS= -EIKI 
(K2 _ (Zaf)I/2 

.( a 1 + E(K)(K2 - (Za)2)1/2 
- I - + -':"'-'!'-~-~----''-'---

ar r 

-EZa E(K) )aor. 
(K2 _ (Za)2)1/2 

(AI) 

Corresponding to Eq. (2. 14a), we find6 

(A2) 

i1]((n - I)(n - I + 2r))I/2 ] 

[ 
t S-I] r XnJ-(1I2) 

EIKI XLIJ+(1I2)S-I' 

r 

(A3) 

In Eqs. (A2) and (A3) r = (K 2 - (Za)2)1I2. The functions X 
appearing here are the functions ofEqs. (2.24) and (2.25), but 
only as many quantum numbers are shown explicitly as are 
needed to indicate which state is intended. Next we form 
linear combinations of the states XJ _ (112) and XJ+ (112) that 
serve to diagonalize the coefficient matrices in Eqs. (A2) and 
(A3). These linear combinations are 
Continuum states 

xi = U'J-(1I2) - XJ+(1I2))/(2)1/2, 

xi = U'J-(1I2) + XJ+(1I2))/(2)1/2; (A4) 
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I 
Bound states 

xi = U'nJ-(1I2) - iXn_IJ+(1I2))/(2)1/2, 

xi = (- iXnJ-(1I2) + Xn_IJ+(1/2))/(2)1/2. (AS) 

The mass eigenfunctions ¢J T = SXT 1(I,uW/2 will have the 
propertythat¢ T = ,uXTts -I/(l,uW 12, in which the constant 
,u has the value for 
Continuum states 

,ul = (E IK I - k Ir - ivl)/r, 

,u2 = (E IK 1+ k Ir - ivl)/r, 

Levere C. Hostler 
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Bound states 

III = (E IK I + 1]((n - 1)(n - 1 + 2y))I/2)/y, 

112 = (E IK 1-1]((n - 1)(n - 1 + 2y))1/2)1y. (A7) 

The normalization ofthe mass eigenfunctions has the requi­
site form [corresponding to Eq. (2.17)] 

f 4 - T T (AS) d x (J A(J B = EAlJAB , 

in which E A = ± 1 = Il A / III AI· The functions (J'i defined 
here are the functions that we are looking for. All states have 
positive norm except for certain virtual states, the contin­
uum states of type (J r These virtual states are off-shell inter­
mediate states in the sense of Feynman-Dyson perturbation 
theory. 
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"The calculation of the dual for bound states goes essentially as in Ref. 2, 
Appendix A. The calculation of the dual for continuum states is quite simi­
lar, but requires the identity [Ref. 5, p. 82, Eq. (42b)) 

d [(1 ±1l)2 ] 
(1 ±1l7zJrX;fp/2) = ~-x Jrx ;"'12) 

_ {[x2 - ((1 + 1l)/2)2] Jr x;1 + fp/2) (upper sign) 

Jr x; _ I + fp/2) (lower sign). 
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A general approach to the systematic derivation of SO(3) shift operator 
relations. I. Theory 
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A new technique is established for the construction of relations between products consisting of 
two, three, or more SO(3) shift operators, within the framework of the Lie algebras ofSO(3) tensor 
operators constructed out of an underlying single-boson structure. 

I. INTRODUCTION 

The classification and analysis of irreducible unitary 
representations of various groups possessing an SO(3) sub­
group is often a problem of physical interest. Indeed, in 
many systems endowed with a group symmetry, particularly 
the ones encountered in the field of nuclear physics, the 
group representation states should be labeled such that they 
are eigenstates of an angular momentum operator L 2 and a 
projection operator 10 , In order to carry out a systematic 
search for a complete set of intercom muting operators con­
structed out of the enveloping algebra of the group genera­
tors, which then should provide the so-called missing labels, 
SO(3) shift operators have been proven extremely useful. l

-
5 

Algebraically they can be defined by means of their commu­
tation properties with the operators L 2 and 10 , which express 
that they raise or lower by one or more units the value of I, 
where I (I + 1) is the eigenvalue of the SO(3) Casimir L 2, and 
that they leave m, the eigenvalue of 10 unchanged. 1 Taking 
into account that the algebra of group generators decom­
poses into its SO(3) subalgebra and a set of SO(3) tensor re­
presentations, the simplest kind of shift operators are the 
ones linear with respect to the tensor components and of 
appropriate degree with respect to the SO(3) generators 
10 , I ± . By clarifying the strong relationship between matrix 
elements of these shift operators on the one hand and re­
duced matrix elements of the SO(3) tensor operators on the 
other hand, Hughes and Yadegar6 succeeded to establish a 
very general formula which enables the explicit construction 
of these shift operators. This construction avoids every refer­
ence to the commutator properties of the tensor operators, 
the only algebraical element involved being Wigner's 3j­
symbol. Amongst the set of shift operators, the SO(3) scalars, 
in other words the ones which leave I unchanged, are the 
most interesting since they provide a natural basis for the 
construction of the missing label generating operators. 
Hence, one needs to derive the eigenvalues of these scalar 
shift operators. 

To that aim one has to establish a sufficient number of 
independent relations between products of shift operators. 
So far, the only technique adopted consists in writing the 
products of shift operators in a so-called standard form with 
respect to the group generators.4 Even for low-dimensional 
groups it turns out that this procedure involves tedious and 
time consuming calculations. 

-I Senior Research Associate (N.F.W.O.) Belgium. 

In the present paper we discuss a new technique to de­
rive such relations between shift operator products without 
making use of the explicit forms of the shift operators in 
terms of generators. 

II. SO(3) TENSOR AND SHIFT OPERATORS 

Let T(j,J.l), J.l = - j, ... ,j and j integral be a (2j + 1)­
dimensional tensor representation ofSO(3) whose commuta­
tors with the SO(3) generators lo'! ± are 

[I ± ,T(j, J.l)] = [(j += J.l)((j ± J.l + 1)F/2T(j, J.l ± 1), 

(2.1) 

[/0' T (j, J.l)] = J.lT(j, J.l) . 

It is well known7
•
8 that such SO(3) tensor operator can be 

realized as a linear operator acting in a (2b + 1 )-dimensional 
space with angular momentum basis {Ibm),m = - b, ... ,b J 
as follows: 

T(j,J.l)lbm) = L (- l)b-m'(2j + 1)1/2 
m' 

j 

J.l 
!) Ibm'). (2.2) 

In (2.2) the only restriction on b so far is 2b>j. Moreover, it is 
a well-established property that the generators of any simple 
Lie algebra can be realized as a set of tensor operators of the 
type (2.1) with respect to a particular SO(3) subalgebra. The 
SO(3) subalgebra generators 10 ,1 ± are themselves propor­
tional to the components of a tensor operator T (1, J.l) of rank 
one. 

It is evident that in general the tensor operators which 
span a particular Lie algebra, cannot all be realized in the 
form (2.2) with a single fixed b-value. Only the Lie algebra's 
having at least one representation which decomposes with 
respect to SO(3) into a single SO(3) irrep b, and for which the 
Kronecker product with itself contains the adjoint represen­
tation of the algebra, will be considered further. Moreover, 
we restrict ourselves to integral b-values. Inspection of 
branching rule tables9 makes it clear that therefore the Lie 
algebra's A2n , Bn , and G2 fall into the scope of the present 
study. 

Also the generators satisfy7 
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x { ~1 j; ~ } (~11 ~: 
x T(j3' Jl3) . 

(2.3) 
As a consequence of (2. 3) the tensor operator T ( 1, Jl) is relat­
ed by the formula 

T(l,Jl) = [6/b(2b+ 1)(2b + 2)]1/2 I/L (Jl=O,± 1), 

(2.4) 

to the spherical components 10 ,1 ± 1 = =+= I ± /v1 of the angu­
lar momentum operator. Furthermore, we shall suppose the 
T (j, Jl) act upon states I r,l,m), where I (I + 1) and m are the 
eigenvalues of, respectively, the SO(3) Casimir 
L 2 = I+C + I~ -/oand/o, andrdenotes an additional col­
lection oflabels needed to completely specify the states. Ac­
cording to the Wigner-Eckart theorem7

•
8 

(y'l 'm'IT(j, Jl)lrlm) 

=(_I(-m' , 1 (y'I'IIT(j)lIr/ ), (2.5) ( I' . I) 
-m J.l m 

the matrix elements of T (j, Jl) are expressed in terms of re­
duced matrix elements. For further use we introduce the 
shorthand notation 

(y'I'IUlirl )==(y'l '1ITU11Ir/) . (2.6) 
Some years ago Hughes and Yadegar6 introduced so­

called SO(3) shift operators Olk which are constructed in 
terms of the tensor operator components T (j, Jl) and the 
SO(3) generators, and which are defined on account of their 
action upon Irlm) states, i.e., 

o Iklrlm) = L y'l + kmlO tlrlm)ly' + 1+ km), 
r' 

(2.7) 
I 

showing that they shift I by an amount k, and leave m un­
changed. By a general analysis, Hughes and Yadegar 
proved6 that in case 0 ~ is linear with respect to the tensor 
operator components, its nonzero matrix elements on the 
right-hand side of (2.7) are related to the reduced matrix 
elements of TU) in the following way: 

(y'l + kmlO Iklrlm) = [(I + m + k)l(/ - m + k)/]1I2 
(I + m)I(/ - m)1 

X (y'l + kmlA ~Ir/m) (k>O), 

(r'l- kmlO 1- klrlm) 

= (_ l)k [ (I + m)!(/- m)1 ]112 
(I + m - k )1(1 - m - k )! 

X (y'I- kmlA 1- klrlm) (k>O), (2.8) 

(y'l + kmlA ~Irlm) 

= [ (j + k )!(j - k )1(21 + j + k + 1 )1] 112 
(21)/(21 - j + k )!(21 + 2k + 1)2 

X (y'l + k IUllr/) (k = - j, - j + 1, .. ·,1)· 

The explicit expressions for these shift operators 0 Ik in terms 
of the algebra generators which are obtained by a general 
formula, permit the derivation of the matrix elements (2.8) in 
a step-by-step procedure. The essential point however is that 
a set of relations between products of shift operators must be 
constructed first. Up to now the only way to obtain them is to 
rely on the shift operator expressions in terms of the genera­
tors and to exploit the commutation properties amongst the 
latter. This method has been discussed in detail elsewhere.2

- 5 

As has been mentioned in the Introduction, the aim of 
the present paper is to establish these relations in a direct 
way without referring to the generator forms of the shift 
operators. 

III. RELATIONS BETWEEN SHIFT OPERATORS QUADRATIC IN THE T(j, Jl) 
Let us consider the reduced matrix elements between SO(3) representation states of the tensor product of two tensor 

operators (2.1) and let us develop these in the usual way in terms of reduced matrix elements of the tensors separatelylO: 

(r'l '1Ij.j2;k IIrl )=(r'l '11(T(jl)X T(j2)) k IIrl) 

{ . . k} 
"= r~' (_I)I+I'+k(2k+ 1)1/2 ~1 ~~ /" (y'I'lIjdlr"I")(r"I"IU2I1rl). (3.1) 

Let us, moreover, also consider the coupled commutator 

[T(jl),T(j2)]~ = L (jlJllj2Jl21 kJl)[T(j"Jll),T(j2' Jl2)] 
1'11'2 

(3.2) 

Due to (2.3) it follows that 

(3.3) 

Combining (3.1) - (3.3) one obtains a set of equations relating a sum of quadratic products of reduced matrix elements on the 
one hand to a single reduced matrix element on the other hand, i.e., 

129 J. Math. Phys .• Vol. 26. No.1, January 1985 H. De Meyer and G. V. Berghe 129 



                                                                                                                                    

h" (_I)/+I'+k(2k+ 1)1/2 [{~1 ~~ I~} (r'I'lIjll1r"1 ")(r"1 "11j211rl) 

- ( - W, +j, + k {~2 ~1,~} (r'1'1Ij21Ir" I") (r" I" IU111rl) ] 

= (- W2
-

i ,[( - l)i,+j,+k - 1] [(2jl + 1)(2j2 + 1)]1/2 {{1 j; :}(r'I'1i k IIrl), (3.4) 

Equation (3.4) complemented with the definitions (3. 1) for the red uced matrix elements (r'l '1Ijd2;k IIrl) and (r'1 '1Ij2jl;k IIrl ) 
form a complete system of linear equations with respect to 

L (r'I'lIjdlr"I")(r"I"1Ij21Irl) 
y" 

and 

L (r'I'IU2I1r"I")(r"I"lljll1rl) 
y" 

for all possible I " -values. 
If we restrict our attention to the case j 1 = j2 = j which is frequently encountered in practice, the system of the above­

mentioned equations can be solved in closed form on account of the orthogonality relation for 6j-symbols,lO yielding 

L (r'1 , IIjIl r" I") (r" I" IIjllrl) 
y" 

= ~ (-1)/+"(21" + I) ~(2k+ 1)1/2 U {, I~'} [(I-( -1)k)(2j+ 1) 

X {~ ~ :} (r'I'1i k IIrl) + (- l)k(1 + (- W)(r'I'II.ii;k IIrl )] . (3.5) 

Let us associate according to the relationships (2.7) and (2.8), to a reduced matrix element (r' I'll jll rl ) the shift operator 0 r -1 

and to the reduced matrix element (r'1 '1I.ii;k Ilrl) the shift operator Q t;I' -I. Note that the latter type of shift operators is 
quadratic in the T(;} tensor components. In terms of these shifts operators (3.5) is rewritten, if I' <,1, as 

f(lI' I" m)OI'-I"OI"-,=1-( -1)/+1' ~ [(2k+ 1)!F
/2 

, " 1 1 2 +' (21)! 

U+I'-I")!U-I'+I")!U+I"-/)!U-I"+/)! {j j k} 
X il (.iik).J UI'I").j (ij/").j (I/'k)(/ + I' + k + I)! I I' I" 

X [(1 - (- W)W + 1) {~ ~ :} Or-' + (1 + (- l)k)Q /;1'-/] (1'<,1), 

where 

f(/,I',I",m) = 1 if 1'<,/"<,1, 

and 

= (_ 1)'+'" (I + m)!(/- m)! if 1'<,1<,1", 
(I" +m)!(/" -mIl 

=(-1)/+'" (/"+m)!(/"-m)! if 1"<,1'<,1, 
(I' + m)!(/' - m)! 

il (abc) = [(a + b - e)!(a - b + e)!( - a + b + e)!/(a + b + e + I)!] 1/2. 

(3.6) 

(3.7) 

(3.8) 

For I' > I similar results hold on account of the formal identities 0 ,-P = 0 ~ 1_ 1 (p > 0) and Q /; - P = Q ~'i _ 1 (p > 0). Shift 
operator relations of the type (3.6) have been studied in the past for various algebras, such as SU(3), 1-3 SO(5),4,5 SO(7),3-5 G2,3-5 

etc. Nevertheless, since only very recently for the first time SO(3) shift operators of higher degree than one in the tensor 
components have been explicitly introduced3 in the SU(3) enveloping algebra, most of the relations encountered in the 
literature do not involve Q /;/' - / operators, except for Q 7;0 which is clearly related to the second-order Casimir of the 
considered algebra. 

Finally it is worthwhile to notice that the expressionsil (abc) defined in (3.8), which are incorporated in the relations (3.6), 
exactly cancel the il-type factors which occur in Racah's formula for the 6j-symboI. 1O

,1I It follows that (3.6) does not contain 
any irrational factor which is i-, 1'-, or 1 " -dependent. 

IV. RELATIONS BETWEEN SHIFT OPERATORS OF HIGHER DEGREE IN THE T(j, J.t) 
The method of constructing relations between products of shift operators or equivalently of reduced matrix elements as 

described in the previous section can be straightforwardly extended at the level of any higher degree in the tensor components 
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T (j, Ii I. As an example we shall present here the third-order case. In analogy with (3.1) we define 

(y'l 'lIili2;kj3;K IIrl )==(y'l 'II((T(jl)X T(2)) k X T(3))K IIr/) 

= y~. (- 1)/+1'+K(2K + 1)1/2 {~ {~ ~} <y'I'/lid2;k !lr"l ")(r"l "IU3I1rl) . 

Next, we consiOer a coupled commutator ofthe form 

[(T(jl)XTU2))k,T(j3)J~ = L < klii3li3lKM) [(TU1)XT(j2))!,TU3JL3l) 

= ((TUtJX T(2)) kT(3))~ - ( - II k+i> +K(T(j3IX(TUIIX T(j2)) k)~ , 

which on account of (2.3) equals 

((TUtlXT(j2))k,T(j3)]~ = t: ((2j3 + I)(2k + I)(2k3 + 1)]1/2{( - l)i,+K (( - l)i,+i>+k3 - 1] 

X(2i2+1)1/2{~2 j; ~3}{~ ~: Z}(T(jl)XT(k3))~+(-I)j,+i'+k3-k 

(4.1) 

(4.2) 

X [( _1)i,+i3+ k3 -1] (2jl + 1)1/2 {~l j; ~3} {~ ~: :'}(T(k3)XTU2))~}' (4.3) 

The combination of (4. 1)-(4.3) leads to the following set of equations between reduced matrix elements: 

y~. (_l)I+I'+K(2K + W12 [{ ~ ~~ ~} (r'I'lIidz;kllr"I")(r"I"\!j3I1rl) 

_(_W+j,+K{~3 ~ ~}<r'I'IU3I1r"I")<r"I"IUljz;kllrl)] 

= L [(2j3+ 1)(2k+ 1)(2k3 + 1)]1/2 {( - l)i,+K [( - W,+i3+ k3 -1](2i2 + W12 

k3 

x{~ ~ ~3}{k: ~: Z}<r'l'lIilk3;Kllrl)+(-I)i,H+k3-k[(-I)i,+A+k3-1](2jl+1)1/2 

X {~l j; ~3} {~ ~: ~} <y'I'1I k3 j2;Kllrl}}. (4.4) 

Notice that when k3 is equal to one, the occurring elements of the type (3.1) can be further evaluated by means of the 
relationship (2.4), i.e., 

<y'I'lIlj;kllrl) = (- IV+l'+k[3(2k + 1)/'(/' + ~)(2/' + 1)/b(b + 1)(2b + I)]l/2g {, ~} (y'I'IUllr1) , (4.5) 

and 

<r'/'lIjl;k IIrl} = ( - 1)/+ I' + k [3(2k + 1)1 (I + 1)(21 + l)/b (b + 1)(2b + 1)] 1/2{ ~ l' ~} <y'l '!I jll r/ ) . (4.6) 

Equations (4.41 together with the definitions (4.1) allow us to 
express every product consisting of a reduced matrix ele­
ment of the type (3.1) multiplied with a reduced matrix ele­
ment of the type (2.6) or vice versa, in terms of elements of the 
types (4.1), (3.1), and (2.6). 

Obviously, all reduced matrix elements of the type (4.1) 
are not independent. In order to point out how they are con­
nected one can derive a set of additional equations contain­
ing the before-mentioned products of reduced matrix ele­
ments in the following way. Multiply (3.5) either on the left 
or on the right with an appropriate reduced matrix element 
of the type (2.6) such that two different expressions are ob­
tained for the same combination of three matrix elements. 
Equating these expressions results in an additional relation. 
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Clearly, it is again possible to associate to the new type 
(4.1) of reduced matrix elements according to (2.7)-{2.t) shift 
operators which will be used in a forthcoming paper with 
il = j2 = j3 = i and will be denoted R t'K;I' -I. The transla­
tion of the formulas in this section into shift operator lan­
guage is not of special interest here. 

V. DISCUSSION 

Relations between shift operator products or equiv­
alently between products of reduced matrix elements, have 
been derived here by a newly introduced technique. They are 
commonly valid for all algebras of tensor operators con­
structed out of a single boson structure (same b-value). 
Closed analytic forms of the Racah-coefficients which 
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emerge in these relations are either found in the literature for 
low values of the entries, or can be obtained by means of an 
appropriate computer code. 
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A general approach to the systematic derivation of SO(3) shift 
operator relations. II. Applications 
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The technique reported on in the preceding paper is applied to construct shift operator relations in 
the SU(3) and SO(5) Lie algebras. Comments are made concerning the integrity basis for SO(3) 
scalar operators appearing in their respective enveloping algebras. 

I. INTRODUCTION 

In a preceding paper I (to be referred to as I) we have 
shown how the relationship which exists between matrix ele­
ments ofSO(3) shift operators and reduced matrix elements 
of SO(3) tensor operators, can be exploited to set up in a 
general way relations between products of these shift opera­
tors. Such relations are relevant for the derivation of spectra 
ofSO(3) scalar operators which may be used for solving state 
labeling problems. These problems and more in particular 
the shift operator approach to them have been thoroughly 
investigated. 

One of the first examples studied in this way is the SU(3) 
Lie algebra in an SO(3) basis.2

•
3 The reported relations are of 

second and third degree in the shift operators and hence also 
of same degree in the tensor operator. Moreover, they are all 
of SO(3) scalar type, meaning that they leave, when acting 
upon SO(3) basis states, the angular momentum I invariant. 
The extension to nonscalar relations4.5 and to shift operators 
of second degree in the tensor components6 1ed to an elegant 
method for deriving the eigenvalues and eigenstates of the 
two independent scalar shift operators for various irreduci­
ble SU(3) representations. 

With a view to obtaining an orthogonal solution to the 
state labeling problem of the nuclear quadrupole-phonon 
states, relations between SO(3) shift operator products of 
scalar and nonscalar type in the SO(5) enveloping algebra 
have been constructed.7 These allowed to diagonalize the 
SO(3) scalar shift operator in large parts ofthe totally sym­
metric SO(5) irreps. g Analogous calculations have been done 
for the nuclear octupole-phonon states of which the labeling 
is associated to the totally symmetric irreps of SO(7f·9 and 
G2•

1
0-

12 

In the present paper we illustrate on the examples of 
SU(3) and SO(5) the general theory developed in I which 
permits to establish shift operator relations without referring 
to the shift operator structure in terms of the algebra genera­
tors. Relations up to third degree within the SOt 3) tensor will 
be considered. 

II. SU(3): QUADRATIC SHIFT OPERATOR RELATIONS 

It is well known that the SU(3) Lie algebra decomposes 
into its principal SO(3) Lie subalgebra and a five-dimension­
al SO(3) tensor representation T(2, f.L), f.L = - 2, .... 2. Obvi­
ously the tensor T is only determined upon an overall nu-

alSenior Research Associate N.F.W.O. Belgium. 

merical factor. According to the prescription outlined in I 
we fix that factor by means ofthe boson realization [I (2.2)] 
where b equals 1, since the lowest-dimensional irrep ofSU(3) 
reduces into the three-dimensional irrep of its principal 
SO(3).13 Previously, H in applying shift operator techniques 
to the SU(3) state labeling problem another scale has been 
used. The tensor operators defined there were denoted by ql" 
f.L = - 2, ... ,2 and are related to the present T(2, f.L) by 

ql' = -!6T(2, f.L) (p = - 2, ... ,2). (2.1) 

In order to be consistent with the previous notations and to 
make the comparison with earlier results easier, we shall 
adapt our formulas in I such that all T's are replaced by q's 
and that all shift operators defined in [I (2.7)-1 (2.8)] are as­
sociated to reduced matrix elements of those q's. 

Clearly, since apart from the SO(3) generators only one 
tensor operator is involved we can immediately apply formu­
las I (3.6)-1 (3.8) in order to obtain all the relations between 
quadratic products of shift operators ° 1 in terms of a set of 
SO(3) shift operators Q7;p. The 6j-symbols occurring in 
I (3.6) can be found in analytic form in Biedenham and Van 
Dam. 14 In the order of increasing total shift value these rela­
tions read 

0i-=..2201-2=Q1;-\ (2.2) 

° 1 __ 12° 1- 2 = Q1; -3, (2.3) 

° I-~_?I ° 1- I = Q 1; - 3, (2.4) 

0L2 0 1- 2 = Q1;-2 + [ - 4][ - 5]1~Q;;-2, (2.5) 

° 1 __ \ ° I-I = Q1;-2 - ~[2] [- 4]14J7Q;;-2, (2.6) 

° I- 20? = Q1;-2 + [2][3]1~QT;-2, (2.7) 

0;,=..120 1-2/(1 + m - 1)(/- m - 1) 

= -Q1;-I-~[-3][-4]1{7QT;-\ (2.8) 

0L I ° I-I = Q1;-1 - [ - 3][lO]l2~QT;-I, (2.9) 

OJ- 10? = Q1;-1 - [3] [- lO]/2~Q;:-I, (2.10) 

° 1~21 ° /1/(1 + m + 1)(1- m + 1) 

= - Q1;-1 - ~[3][4]1{7Q;;-I, (2.11) 

° i'=...22 ° 1-2/(1 + m)(/- m)(1 + m - 1)(/- m - 1) 

= Q1;o + 2~[ - 2][ - 3]1{7Q;;o 

+ 3[0][ - 1][ - 2][ - 3]15 

x {1212 - (I + 1)(/- 5)}, (2.12) 
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o I~II 0 1- 1/(1 + m)(/- m) 

= - Q1;0 -.j3[ - 2][ - lO]l4{7Q;;o 

+ 3[0][ - 1][ - 2][2]140 

X [24/2 - (2[2 - 3/- I5)}, 

(07)2=Q1;0- [-3][5]1ffiQ;;0+ [-1] 

X [0][2][3]120 

X [24/2 - (21 2 + 21- I5)}, 

o i+\ 0 1+
1/(1 + m + 1)(1- m + 1) 

= - Q 1;0 - .j3[ 4][ 12 ]l4J7Q ;;0 

(2.13) 

(2.14) 

+ 3[0] [2] [3] [4]140[24/2 - (2/2 + 71- lOll, 
(2.15) 

o i+22 0 /2/(1 + m + 1)(/- m + 1)(1 + m + 2)(/- m + 2) 

= Q1;0 + 2.j3[ 4] [5]1{7Q;;0 

+ 3[2] [3] [4] [5]15[ 12/2 -1(1 + 6)J, (2.16) 

o 1~21 0 1- 1/(1 + m)(/- m) 

= - Q1;+ 1_.j3[ - 1][ - 2]1{7Q;;+ 1, (2.17) 

0/107=Q1;+i- [-1][12]12ffiQ;;+I, (2.18) 

07+10/I=Q1;+I- [5][ -8]12ffiQ;;+I, (2.19) 

0 1"+1
20/ 2/(1 + m + 2)(/- m + 2) 

= - Q1;+1 -.j3[5][6]1{7Q;;+1, (2.20) 

0/ 207 = Q1; +2 + [0][ - l]1ffiQ;;+2, (2.21) 

o i~11 0/ 1 = Q1; +2 - .j3[0][6]14{7Q;; +2, 

07+201+2 = Q1;+2 + [6] [7]1ffiQ;;+2, 

o I:t-21 0 / I = Q 1; + 3, 

o 1:t-
1
2 0 /2 = Q1; + 3, 

o 1:t-22 0 /2 = Q1; +4. 

(2.22) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

Herein [a] stands for (21 + a), and 12 is the second-order 
SU(3) Casimir. In terms of the SU(3) generators, 12 takes the 
form 12 = [3L 2 - 1:1' ( - 1 r q", q _I' } /36, whereas for any 
SU(3) irrep (p, q) it produces the eigenvalue (/2) = (p2 + q2 
- pq + 3p)/9. It is easily verified that 

Q7;0 = 3{1U2 -/(1 + 1)}/~. (2.27) 

It should be noticed that Eqs. (2. 15H2.26) follow from 
Eqs. (2. 13H2.2) by replacing formally Iby -1- 1 since this 
operation turns Of and Q 7;P into 0 1- P and Q 7; - P, respec­
tively. Moreover, Eq. (2.14) is invariant under this formal 
transformation. 

The relations between quadratic products of shift oper­
ators of the type 07 which have been previously established 
can be retrieved from (2.2H2.26) by eliminating from the 
relations shifting I by a same amount, the Q-type operators. 
As an example one obtains from (2.3H2.4) that 
o I-~_?I 0 I-I - 0/....-1

20 1-
2 = O. 

A new aspect of the present relations is the introduction 
of a set of shift operators quadratic with respect to the q's, of 
which all the matrix elements are related to the reduced ma-
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trix elements of only three tensor products 
(qXq)k(k = 4,2,0). Up to now only for k = 2 the associated 
shift operators have been studied already in some detail else­
where.6 

Finally attention should be drawn upon the fact that at 
the SO(3) scalar level [Eqs. (2. 12H2. 16)], all quadratic pro-­
ducts are expressed in terms ofthree independent SO(3) sca­
lar operators Q 1;0 or (0 ?)2; Q ;;0, and 12 or Q ?;o. 

III. SU(3): RELATIONS OF THIRD DEGREE IN THE 
TENSOR REPRESENTATION 

In the present section we want to establish relations 
which express the SO(3) scalar operator products OfQ 7; - P 
and Q 7;PO [- P for all allowed p- and k- values, in terms of a 
set of independent SO(3) scalars O?, Q;;O, 12 if necessary 
complemented with newly defined scalars R 7;K;0 of third de­
gree in the q's. 

Obviously, one could consider first Eqs. I (4.4) together 
with definitions I (4.1), translated into shift operator nota­
tion. However, it turns out here that it is much more advan­
tageous to derive third-order relations from Eqs. (2.5H2.23) 
directly by multiplying either on the left or on the right with 
an appropriate 0 7-shift operator. Let us demonstrate this by 
the following illustrative examples. 

Multiplying both sides ofEq. (2.5) on the left with 0 I~ ~ 
and multiplying both sides of Eq. (2.21) on the right with 
0[- 2 after having first changed I formally into I - 2, two 
expressions are obtained for 0 1~220L20 1-

2
• Equating 

their right-hand sides immediately yields the relation 

(Qt.+/O 1- 2 - 0 1~22Q1;-2) + ([ - 4][ - 5]1ffi) 

X(Q;~+/O 1-
2 

- 0 1~22Q;;-2) = O. (3.1) 

Similarly, multiplying (2.20) and (2.6), respectively, on the 
left and on the right with 0 1"+ II and 0 / 2, having replaced in 
the latter first I by I + 2, gives 

Q1~-/0 /2 - (.j3[6] [O]l4{7)Q;~-/O /2 
= (I + m + 2)(1 - m + 2)[ - 0 1"+11 Q 1; + I 

-(.j3[5][6]1{7)01"+\Q;;+I}. (3.2) 

In an analogous way one obtains from Eqs. (2.22) and (2.11) 

0 1"+22 Q1; + 2 - (.j3[ 6] [O]l4{7)O 1"+22Q;; + 2 

= (I + m + 2)(/- m + 2)[ - Q1~-110 / I 

- (.j3[5][6]1{7)Q7~-/0 / I}. (3.3) 

Furthermore, the form of relation (3.1) suggests that it is 
worthwhile to consider instead of the operators OfQ 7; - P 

and Q 7;P0 1- P their sum and difference. In order to cancel 
the m-dependent factors we introduce the notations 

S~+P= [Q7~j/01-P±0/~~Q7;-P]/g(p,l,m), (3.4) 

where 

g(p, I,m) = (I + m)!(/- m)!/(I + m - p)!(/- m - pi! if p>O, 

= (I + m - p)!(/- m - p)!/(I + m)!(/ - m)! if p<.O. 
(3.5) 

Adding or subtracting then Eqs. (3.2H3.3) yields 
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S~-2 ± S~ -I = (.,'3[O)[6]14J7)S2~-2 

+(.,'3[5)[6]1~)S2~-I. (3.6) 

The systematic multiplication on the left and on the 
right of Eqs. (2.5)-(2.23) leads to two separate systems of 
equations, one between S _ operators, the other between S + 
operators. The first system is complete in the sense that all 
the S ~ operators can be solved in terms of a single operator 
S2! which due to (3.4) is the commutator [Q1;0, On ,hence 
a combination of lower-order SO(3) scalar operators. The 
complete solution is 

S~+2 = ([ - 3)[ - 4][ - 5]12~)S2~0, (3.7) 

S~+I=([ -3)[ -4][IO]lS~)S2!, (3.S) 

s"!} = ([ - 3] [5]1~)S2!, (3.9) 

S~-I= -([5)[6][-S]lS$f)S2!, (3.10) 

S~-2 = - ([5)[6][7]12~)S2!, (3.11) 

S2~+2 = - ([ _ 3]12)S2!, (3.12) 

S2~+I=([-4]14)S2!, (3.13) 

S2~-1 = - ([6]14)S2!, (3.14) 

S2~-2=([5]12)S2!. (3.15) 

From the definition (3.4) together with (3.5) it is easily proved 
that S ~ and S 'i: - P go over into each other by the formal 
replacement of I by -1- 1, a property which for the S_ 
operators reveals itself in the expressions (3.7)-(3.15). It 
should also be noticed that Eq. (3.9) which is a quadratic 

I 

relation between the SO(3) scalars O?, Q1;0, and Q1;0 is an 
immediate consequence of the fact that Q 1;0 can be linearly 
expressed in terms of(O ?)2, Q1;0, 12,andL 2asgivenin (2. 14). 

Finally, Eqs. (3.12H3.15) have been published6 else­
where yet in a slightly different form. 

The situation for the S + -type operators is somewhat 
more complicated. Since from left and right side multiplica­
tion only seven independent linear equations amongst the 
ten operators S~ and S~ are derived we cannot express 
them all in terms of S 2t and S ~ alone. 

This shows that considering only these equations, there 
is at the level ofthird degree in the SO(3) tensor components 
qp.' besides the combinations S2t and S~ of lower-order 
SO(3) scalar operators, room for one other 80(3) scalar oper­
ator. Clearly the existence of such an operator is only en­
sured if no other independent linear equation amongst the 
S + -operators can be established. If that is the case, that oper­
ator is not expressible as a polynomial in the lower-order 
SO(3) scalars and hence, it should belong to the integrity 
basis ofSO(3) scalar operators in the SU(3) enveloping alge­
bra. 

Now, we know such an operator exists, namely 13, the 
third-order 8U(3) Casimir. Therefore, we can reverse the ar­
gument and predict that none of the third-order relations 
I (4.4) transformed into shift operator language, can provide 
us with additional independent equations. It has indeed been 
explicitly verified by us that this is true. The third-order shift 
operator which is closely related to 13 has been denoted in I 
as R ;;0;0. From I (4.1) it follows that 

R 1;0;0 = {2$[0][ - 1][ - 2][1][2][3][4]) -I{ [2][3][4]S2.\-+2 + 4[ - 1][3][4]S2.\-+ 1+ 6[1][ - 2][4]S2t 

+ 4[ - 1][ - 2][3]S2.\--1 + [ - 1][ - 2][0]S2.\--2). (3.16) 

With the help of (3.16) together with the seven relations 
amongst S + operators mentioned before, we find 

S2.\-+2 = S2t + (.,'3[ - 1][ - 3]1~){ 4S12 - [0][ - 1O]} 

XO? + ($[0] [ - IP[ - 6]13)R ;;0;0, (3.17) 

S2.\-+ 1= - S2t - (.,'3[O]l2~) 

X {24[ - 4]12 - [2](212 -71 + 9)) 

XO? + ($[2] [OP[ - 1]16)R 1;0;0, (3.1S) 

S\+2 =S~ - ([2][3]1~)S2.\-+2 + (2.,'3[ - 2][ - 3]1 

X~)S2t + (3[0] [ - 1] [ - 2] [ - 3]110) 

X {4S12 - [2][ - IO]JO?, (3.19) 

S\+ 1 = _ S~ + ([3][ _ 1O]l2~)S2.\-+ I 

- (.,'3[ - 2] [ - 1O]l4J7)S2.\-0 

+ (3[0][ - 1][ - 2][2]120) 

X {2412 - (212 - 31- 15))O?, (3.20) 

whereas S 2.\-- 2, S2.\-- I, S\ - 2, and S\ - 1 again follows from 

135 J. Math. Phys .• Vol. 26. No.1. January 1985 

I 
(3. 17H3.20) by the formal transformation 1-. - I - 1. 

From the foregoing it is clear that the 80(3) scalar oper­
ators up to third degree in the tensor representation, which 
we can denote by R ~;K;O, Q ~;o, and O? can be all expressed in 
terms of the 80(3) scalars O?, Q ;;0, Q ?;O or 12, R 1;0;0 or 13 and 
L 2. Hence, these five operators belong to the integrity basis 
for 80(3) scalars in the 8U(3) enveloping algebra. On the 
other hand, it is already known from a paper by Judd et al. 15 

that the complete integrity basis should be a subset of 
{O?, Q1;0, 12, 13, L 2, and R k;3;0 (k = 2 or 4)), which is an 
integrity basis for a related problem arising in the theory of 
polynomial invariants. The above comments indicate that 
R ~;3;0 is not algebraically independent from the other ones. 
Indeed, taking into account the definition I (4.1) we arrive at 

R 1;3;0 = S1;0/4../14 - (5~/35)(L 2 - 2)O?, (3.21) 

R 1;3;0 = - S1;0/4$5 - (ls.,'3I7$)(L 2 - 2)O? (3.22) 

IV. SO(5): SHIFT OPERATOR RELATIONS 

8ince the SO(5) Lie algebra reduces into its principal 
80(3) subalgebra and a seven-dimensional tensor T(3, ,u), 

G. Vanden Berghe and H. De Meyer 135 



                                                                                                                                    

p, = - 3, ... ,3, and since the five-dimensional SO(5) irrep re­
duces into a five-dimensional SO(3) irrep, we can apply the 
formulas of I with b = 2.13 The SO(5) Lie algebra also pos­
sesses a four-dimensional irrep which reduces into the four­
dimensional irrep of the principal SO(3) subalgebra, showing 
that we could equally well choose b = !, but this choice is not 
covered by the general theory developed in I, and would also 
not lead to a simplification of the mathematics. The tensor 
operator T(3,p,)p, = - 3, ... ,3, defined by means ofI (2.1)­
I (2.2), in the present case coincides with the 
q,.,p, = - 3, ... ,3, operator previously introduced in the 
context ofSO(5) state labeling problems.7 

The quadratic shift operator relations which are the an­
alogs of (2.2)-(2.26) again follow immediately from I (3.6)­
I (3.8). However, not all6j-symbols occurring can be found 
in closed analytic form in the standard tables. In order to 
generate such forms we have deVeloped a FORTRAN pro­
gram. 

The following relations with nonpositive total shift val­
ues which result from our calculations, are 

0 1-
207 = QT;-2 + ([4) [38)12~)Qt;-2 

- ([2][3][4][ - 4)16v14)Qf;-z 

+ ([3] [4] [ - 1O)l20.j2)0 1- 2, (4.14) 

o 1~31 0 1+ 1/(/ + m + 1)(/- m + 1) 
= - Q7;-z - (6[4)[5)1~)Qt;-Z 

- ([2] [3] [4] [5)13v1t4)Q;; - 2 

+ ([3] [4] [5)15.J2)0 1-
2

, (4.15) 

o 1~230 1-3/(1 + m - 2)(1- m - 2)(1 + m - 1)(/- m - 1) 

= Q7;-1 + (2$[ - 5][ - 6)1~)Qt;-1 

+(5[ -3][ -4][ -5][ -6)13v1t4)Q;;-1 

+ ([ - 4][ - 5][ - 6)12.J2)0 I-I, (4.16) 

o 1~120 I-Z/(I + m - 1)(/- m - 1) 

= - Q1;-1 - (4[ - 5](4/- 23)/3~)Qt;-1 

+([ -3][ -4][ -5J[6)13v1t4)Q;;-1 

0 1--=-330 1- 3 = Q T; - 6, 

0 1--=-230 1- 3 = Q 7; - 5, 

(4.1) + ([ _ 4][ - 5)1.J2)0 1- I, (4.17) 

(4.2) 07- 10 I-I = QT;-I - ([ - 6] [17)1~)Qt;-1 

o 1--=-
3
zO 1-

2 = Q7;-5, (4.3) + ([ _ 3][ _ 4][3J[22)115v1t4)Q;;-1 

01--=-1301-3 = Q61;-4 +([ _ 8) [-9]1 '55)Q41;-4, (44) 
V.J.J • _ ([ _ 4](2/2 - 5/- 27)1 1 o.j2)O I-I, (4.18) 

0 1--=-220 I- Z = QT;-4 - ($[2][ - 8)/~)Qt; -4, (4.5) 0 1- 10 7 = QT;-I _ ([6]( _ 17)1~)Qt;-1 

0 1--=-310 I-I = Q7; -4 + ([2][3)1~)Qt; -4, (4.6) + ([3][ 4 J[ _ 3)[ _ 22)115v1t4)Q;;- I 

+ ([ 4 ](2/ 2 + 51 - 27)/l0.j2)0 1- t, (4.19) 

+ ([ - 6)[ - 7)[ - 8)12W2)0 1-
3
, (4.7) 0 i~;.zl 0/ 1/(1 + m + 1)(1- m + 1) 

o I--=-IZO 1- 2 = Q7;-3 - (2[ -7] [14)13$5)Qt;-3 = - QT;-I - (4[5](41 + 23)13~)Qt;-1 
- ([2][ - 6][ - 7)130.j2)0 1- 3, (4.8) + ([3][4 ][5)[ - 6)13v1t4)Qf;-1 

o I--=- zl 0 1- I = Q T; - 3 - (2 [3][ - 18 )I3$5)Q t - 3 

+ ([2] [3] [ - 6)130.j2)0 1- 3, (4.9) 

0 1-
307 = Q7;-3 + (3[3] [4]/~)Qt;-3 

- ([2][3)[4)120.j2)0 1-3, (4.10) 

o 1~130 1-3/(1 + m - 2)(1- m - 2) 

= - QT;-z - (6[ - 6][ -7)1~)Qt;-2 

- ([ - 4)[ - 5][ - 6][ - 7 )I3v1t4)Q ;; - Z 

- ([ - 5][ - 6][ - 7)15.J2)0 1-
2

, (4.11) 

07- z0 1- 2 = Q7;-z + ([ - 6)[ - 4O)l2$5)Qt;-z 

-([ -4][ -5][ -6](2)16v14)Q;;-z 

- ([ - 5][ - 6](8)120.j2)0 1-
2

, (4.12) 

o I--=- \ 0 1- I = Q 7; - 2 - (4(4/2 - 41 - 57)13~)Q t; - 2 

+ (.J2[ - 4][ - 5)[2][3)115~)Qf;-2 

+ (.J2[3][ - 5]15)0 1-
2, (4.13) 
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+ ([4) [5]1.J2)0 1- t, 

(4.20) 

o 1~320 /2/(1 + m + 2)(1- m + 2)(/ + m + 1)(/ - m + 1) 

= Q7;-1 + (2$[5] (6)1JIT)Qj;-1 

+ (5 [31 [4] [5] [61/3v1t4)Qf;-1 

- ([ 4 )[5][6)12.J2)0 I-I, (4.21) 

o 1~330 1- 3/(/ + m - 2)(/ - m - 2)(/ + m - 1) 

X(/- m - 1)(1 + m)(l- m) 

= - Q7;o - (3$[ - 4)[ - 5]1JIT)Qj;O 

- (5[ - 2)[ - 3][ - 4][ - 5]1v1t4)Q;;o 

- ([0)[ - 1][ - 2]( - 3)[ - 4)[ - 5]1~)Q7;o 

- ([ - 3)[ - 4)[ - 5)1.J2)07 

+(3[ -1)[ -2)[ -3][ -4][ -5]1lO)L2, 

(4.22) 
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O/~2201-2/(/+m -1)(/-m -1)(/+m)(/-m) 

= Q1;0 + ($[ - 4](71- 23)/3v'IT)Q1;0 

- (S[ - 2] [ - 3] [ - 4]1v'f4)Q;;0 

- ([0] [ - I] [ - 2] [ - 3] [ - 4] [2]16{7)Q?;0 

+ ([ - 3][ - 4][ - lO]l6.]2)O? 

+ ([ - 1][ - 2][ - 3][ - 4][5]16O)L 2, (4.23) 

o I~II 0 1-
1/(1 + m)(/- m) 

= - Q1;0 - (2(212 - 751 + 153)13v'sS)Q1;0 

+ (v'2[ - 2] [ - 3](2/2 - 51- 22)15/f)Q;;0 

- ([0] [ - I] [ - 2] [ - 3] [2] [3]11 5/f)Q ?;O 

+ (v'2[ - 3](2/ 2 + 51- 27)/15)O? 

+ ([ - 1][ - 2][ - 3][3][12]1150)L 2, (4.24) 

(O?)2 = Q1;0 - (6W + 1- 17)/v'sS)Q1;0 

+ ([ - 2] [4 ](412 + 41 - 33)/5v'f4)Q ;;0 

- ([0][ - 1][ - 2][2][3][ 4]120J7)Q~0 

+ (3v'2(2/ 2 + 2/- 9)/S)O? 

+ (3[ - 1][ - 2][3][4]150)L 2. (4.25) 

From Eqs. (4.IH4.24) an independent set of 24 relations 
with non-negative total shift values is obtained by the trans­
formation 1_ - 1 - I, whereas Eq. (4.25) is invariant. Again 
Q ?;O is related to the second-order Casimir, i.e., 

Q?;O = _ {1012 + 1(1 + 1)}l1O. (4.26) 

If we eliminate the Q~;P operators (k = 2,4,6) from the 49 
relations we obtain results which have elsewhere already 
been sufficient for solving the SO(5) state labeling problem 
for symmetric representations in an SO(3) basis.7

•
8 Finally, 

relation (4.25) reveals that all SO(3) scalar operators 
o ~ _ k 0 1- k can be expressed in terms of four independent 
operators Q1;0, Q;;o, Q?;O or 12 and O? This is in complete 
agreement with the results of Gaskell et 01.16 and confirms 
that the operators above together with L 2 belong to the oper­
ator integrity basis. 

Exactly, as we did before for SU(3) we now construct 
relations connecting the scalars 0 fQ 7; - P and Q ~;PO 1- P by 
mUltiplying the Eqs. (4.7H4.25) and their I-transformed 
forms on the right or on the left with appropriate shift opera­
tors 07, and by equating left-hand side operator combina­
tions. 

It is also again advantageous to introduce the S-opera­
tors as defined in (3.4H3.5), because then the equations di­
vide into two disjoint classes, separating S + and S _ opera­
tors completely. The set of equations in the S _ operators is 
complete in the sense that these can be solved in terms of 
combinations oflower-order SO(3) scalars. Indeed, straight­
forward calculations yield as results 

S2.:.+2= _([ -4]13)S2.:.o, 
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(4.27) 

(4.28) 

S~ + 3 = ([ - 6]14)S~ + ([ - 2][ - 6](8/- 19VIffO)S~ , 
(4.29) 

S~+2 = - ([ -7]16)S~ 

- (2v'2[ - 1](/2 -71 + l1)1~385)S~, (4;30) 

S~+ 1= ([ - 12]112)S~ - (v'2[0](31- 8V~)s~, (4.31) 

S6.:.+3 = - (3[ -7][ - 8]1v'sS)S~+3, (4.32) 

S6.:.+2 = - ([ - 6] [- 4O]l2v'sS)S~+2 

+ ([ - 4][ - 5][ - 6][2]16v'i4)S2':'+2, 
(4.33) 

S6.:.+I=([ -6][17]1$5)S~+1 

- ([ - 3][ - 4][3 ][22]11 5v'f4)S 2.:. + I. 
(4.34) 

For S ~ - P with p > 0 similar expressions follow from the 
transformation /_ - / - I. 

The set of equations for the S + -type operators can be 
solved along the same lines as discussed for the SU(3) case. It 
is striking that again the third-order relations which follow 
from I (4.4) are not independent from the ones obtained so 
far by left-right multiplications. By solving the S + -type 
equations we can conclude that the S,? operators can be 
expressed in terms of combinations oflower-order SO(3) sca­
lars and of two new independent SO(3) scalar operators of 
the type R 7;K;0. From the paper of Gaskell et 01.16 we learn 
that only R ~;I;O, R ~;3;0(k :;60), R ~;4;0, andR ~6;Omustbecon­
sidered. Now, from the formulas I (4.1) and I (4.4) it is easy to 
verify that the R ~;K;O SO(3) scalar operator for K even can be 
expressed in terms of S _ operators and lower-order scalars. 
Hence, they are not algebraically independent, and conse­
quently the two operators R ;;1;0 and R ;;3;0 have to be added 
to the integrity basis for operators. However, that integrity 
basis is not yet complete. We know that in fact scalar opera­
tors up to the 15th degree in the generators have to be investi­
gated. 16 Although, this analysis is theoretically possible 
within the framework of the developed theory, too many 
practical calculational difficulties would arise. 

v. DISCUSSION 

We have given two applications here of the general the­
ory established in I. Both examples have in common that 
besides the SO(3) generators only one tensor operator is in­
volved. However, the theory allows the treatment of cases 
with more tensor operators, of which SO(7)::>SO(3) is the 
simplest one. The relations quadratic in the tensor operators, 
previously derived by means of other techniques 7,9 are easily 
reproduced by applying I (3.4) in shift operator notation. 
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On the wave operator in few-body quantum scattering with Coulomb-like 
interactions 
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Functional analytical methods like strong approximation of operator-valued functions and 
Dunfords' calculus are applied to yield a contour integral representation with a finite contour of 
wave operators for nonrelativistic potential scattering with Coulomb and short-range 
interactions, which avoids high singularities of Coulomb-like Green's functions of stationary 
scattering theory. The Green's function is the unique solution of the resolvent equation, which has 
anA-proper kernel allowing projector methods for its solution. 

I. INTRODUCTION 

The nonrelativistic quantum mechanical scattering the­
ory is mathematically well established if the interaction is of 
short range. 1 That is reflected by many powerful approxima­
tion methods for the calculation of the physically relevant 
transition matrix elements. The transition matrix can be ob­
tained from integral equations with compact kernels in a 
Hilbert space.2

,3 However, one often encounters charged 
particles in a nuclear or atomic scattering process. That 
means a long-range Coulomb interaction is involved. The 
Coulomb interaction brings about some major changes, e.g., 
the elastic forward scattering cross section (Rutherford) is 
infinite. A conventional partial wave expansion of the transi­
tion matrix cannot be summed up. From the mathematical 
point of view, the Coulomb potential manifests itself in high­
er singUlarities appearing in Green's functions, transition 
matrix, and scattering matrix, than those occurring from 
nonpathological strong interactions. In a two-body system 
interacting only via the Coulomb potential, these quantities 
are known analytically.4 However, in most cases of practical 
interest one is concerned with a Coulomb plus a short-range 
interaction (called Coulomb-like). If one writes down inte­
gral equations for transition amplitudes analogously as for 
short-range interactions, i.e., the Lippmann-Schwinger 
equation in the two-body system and the Faddeev equations 
in the three-body system, one encounters highly singular 
kernels which makes the equation difficult to solve.5,6 One 
way to resolve this problem is the screening technique which 
approximates the long-range Coulomb potential by a short­
range (screened) interaction. That makes it possible to apply 
the conventional apparatus of short-range scattering theory, 
but requires some additional phase factors in the amplitudes. 
This technique has been successfully applied in elastic p + d 
scattering,7 but there remains some controversy about its 
applicability to the break-up reactionp + d---.p + p + n.s 

In Ref. 9 we have suggested an approach to avoid the 
difficulties arising in stationary scattering integral equations 
due to the Coulomb force. The wave operators, which con­
tain all scattering information of the system, build the S­
matrix. In that approach the wave operators are strongly 
approximated by analytical functions (exponential function) 
of bounded operators, the latter being approximations of the 
full and asymptotic Hamiltonian, respectively, in the sense 

of strong resolvent convergence. It has been shown in Ref. 10 
that the bounded Hamiltonians can be chosen to be of finite 
rank in a suitable basis of expansion functions, which re­
duces the calculation of the wave operators to a diagonaliza­
tion of finite, real, symmetric matrices. 

In this paper we want to suggest an alternative which 
leads to integral equations with well-behaved kernels. The 
Dunford calculus is applied to represent the approximate 
wave operator by a contour integral with a finite contour. 
The integrand carries the resolvent or Green's function of 
the approximate full Hamiltonian, which obeys a resolvent 
equation, relating it to the resolvent of the approximate 
asymptotic Hamiltonian. Most of the paper deals with the 
study of properties of this equation. We show that it has a 
unique solution, and it can be obtained from summing up the 
iterated equation (Neumann series) for a circular contour 
with a sufficiently large radius. For a general contour the 
kernel of the resolvent equations is shown to be A-proper. 
That allows us to find approximate solutions by projecting 
onto finite-dimensional subspaces. 

The approach is applicable to short-range interactions, 
to the long-range Coulomb interaction and Coulomb-like 
interactions. For the sake of pedagogical simplicity the sub­
sequent discussion concentrates on the two-body system, but 
a generalization to the N-body system is sketched. 

II. THE TWO-BODY SYSTEM 

We use the notation of Ref. 9. We assume that the cen­
ter of mass motion can be split off and we consider only the 
relative motion between the two particles. Consider the Hil­
bert space 7t' = L 2(R3

). Let H ° denote the free Hamiltonian 
which reads in momentum space, with p the relative momen­
tum between the two particles and m its reduced mass, 

hO(p)=p2/2m. (2.1) 

Let V S denote a strong short-range interaction defined in 
coordinate representation by a real-valued function If (r), 
reR3

, where r denotes the relative distance between the parti­
cles. One demands 

IfeL2(R3
), 

I !f(rl I <cr- P, c>O, p> 1. (2.2) 

V S is a bounded and self-adjoint operator on 7t'.1 Let 
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H=H o+ VS. (2.3) 
H is self-adjoint but unbounded on the domain 
D (H) = D (H 0).1 The long-range Coulomb potential V C is 
defined in coordinate space by 

vC(r) = e1e21r . (2.4) 

V C is an unbounded operator due to the lIrsingularity. The 
full Hamiltonian (Coulomb-like) 

H=Ho + VS + VC (2.5) 

is self-adjoint but unbounded on D (H) = D (HO).I Now we 
consider the wave operators which contain all the scattering 
information on the system. According to Dollard,11 an aux­
iliary time-dependent Hamiltonian is introduced 

A Oc(t) = sgn(t )(ml2HO)I/2ele210g(4HOlt I), 

HOc(t) = HOt + A Oc(t). (2.6) 

Then an appropriate wave operator for a Coulomb-like Ha­
miltonian is given byll 

n (± l = s-lim exp(iHt) exp( - iHOc(t)). (2.7) 
t_=!= 00 

In order to carry out the steps indicated above we want 
to approximate IJ ( ± l in the strong sense by exponentials of 
bounded operators. A sufficient condition for that is that 
HOc (t ) and H are approximated in the sense of strong resol­
vent convergence. There are many ways to do so, the follow­
ing definition gives an example: 

H~ = (Elu)arctan(uHOIE), 

H~(t) = H~ t + A Oc(t )(211T)arctan(HO luE). (2.8) 

V~ is defined in coordinate representation via 

v~(r) = vC(r}(211T}arctan(rluR ), 

(2.9a) 

(2.9b) 

E,R are fixed positive scaling parameters of dimension ener­
gy and length, respectively, u is the approximation param­
eter. H~(t), Hu are bounded, self-adjoint, and approximate 
HOC (t ) and H, respectively, in the sense of strong resolvent 
convergence if u--o.9 Moreover, 

lJu,T = exp(iHu T) exp( - iH~(T)) (2.10) 

approximates n ( ± l in the sense of strong convergence for a 
suitable choice of parameter pairs (u,T) where u--o, 
T-+ ro.

9 

Because H u , H ~ are bounded self-adjoint operators its 
spectra lie in a finite interval on the real axis. Thus the Dun­
ford calculus can be applied 

('B T) 1 i d'!: exp(iST) expl u =-. ~ , 
2m c. S - Hu 

(2.11) 

where Cu is a closed contour around the spectrum of Hu 
chosen such that there is always a finite distance d (Cu , 

u{Hu ));;;.do > O. 
In practical calculations, where one has no a priori 

knowledge on u{Hu ), one is on the safe side if one defines 

I(Hu) = {rlreR, Irl<IIH~11 + 11V:111 (2.12) 

and chooses Cu such that d(Cu, I(Hu));;;'do> 0, which also 
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guaranteesd (Cu ,u{Ho ));;;.do > O. The same calculus could be 
applied to exp( - iH £ T) but H ~, H~( T) are diagonal in 
momentum space and hence exp( - iH~T), exp( - iH~(T)) 
can be calculated easily. 

Defining the resolvent or Green's function of an opera­
torAviaG(s,A) = IS - A)-I, theGreen'sfunctionG(s,Hu), 
which appears in the contour integral [Eq. (2.11)] fulfills the 
resolvent identity 

G(S, Hu) = GIS,H~) + GIS,H~)V:GIS,Hu)' SECu' 
(2.13) 

In the following we want to study spectral properties of its 
kernel K = GIS,H ~) V ~c and ways to solve the equation. 

Proposition 1: The real interval 1= [min(l,IIK Ill, 
max(l, 11K II)] lies in the resolvent set p(K). Moreover, there 
is an open connected region Dr being connected with 
EK = {zlzEC, Izl> 11K III such that ICDr and 
DruEK Cp(K) [tongue-shaped extension of p(K) from the 
outer region, with Izi > 11K II, to the pointz = 1, for the case 
11K II > 1, see Fig. 1]. 

Proof We distinguish the cases 11K II < 1, and 11K II ;;;.1. 
(i) In the case 11K II < 1, 1= [11K II, 1]CEK. EK Cp(K) 

because r(K) < 11K II. E K is open, hence one can find an open 
connected region Dr with ICDr CEK. 

(ii) Now let us consider the case 11K II ;;;.1, I = [1, 11K II], 
Firstly we want to show that [1, ro) Cp(K ). Let us assume on 
the contrary 1 + 1JEu{K) for 1JE[O, ro ). 

(a) If 1 + 1JEO'point(K), there is~, t/J#O with 

G(s,H~)V~ct/J = (1 + 1J)t/J. (2.14) 

Multiplication with S - H~ yields 

St/J = (H~ + V~cI(l + 1J))t/J, (2.15) 

i.e.,sEu{Hu,..,)whereHu,.., = H~ + V~c/(l + 1J).Hu,.., is self­
adjoint for all1J. Thus if S has a nonvanishing imaginary 
part, it leads to a contradiction. If SER, one can estimate 

IIHu . .., t/JII «IIH~ II + II V~clIllit/J1l (2.16) 

and due to the choice of Cu 

IIst/JII;;;.(IIH~1I + IIV~clI +do)IIt/J1l (2.17) 

which gives a contradiction. 
(b) If 1 + 1JEO'continuous (K) one arrives similarly at a con­

tradiction. 

I 
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(c) If 1 + 1JEO'resolvent (K), one has that 

range(l + 1J - K)l = null(l + 1J - K +) (2.18) 
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FIG. 1. Schematic plot of the spectrum u(K) with a tongue-shaped extension 
of p(K ) from the region outside of the disk with radius 11K II to the point 1. 
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is not empty, i.e., there is r/JeK, t/!=I=O, 

(1 + 7J - K +)t/! = 0, 

K+ = V:,cG(5*,H~). (2.19) 

With seCu , one has S *Ep(H ~) and thus thereis r,beJY, r,b =1= 0, 

t/! = (5 * - H ~ )r,b, (2.20) 

thus 

s *r,b = (H~ + vsc/(l + 7J))r,b, (2.21) 

i.e., S *eUpoint (Hu .'I1 ), butthatleads to a contradiction similar­
ly as in paragraph (a) SeUpoint (Hu.'I1) has led to a contradic­
tion. The paragraphs (a), (b), (c) imply I + 7JEp(K) for all 
7Je[O, 00). 

Now we want to show that there is an open connected 
region D[ with ICD[ and D[ Cp(K). Because p(K) is open 
andI = [l,IIK II]Cp(K), there is an open disk Dx.r = {zlzeC, 
Iz-xl<r}Cp(K) for all xel. To each Dx.r there corre­
sponds a real interval Ix.r = {t I teR, It - x I < r}, open in R. 
Uxel Ix.r is an open cover of lin lR. But lis a compact interval 
in ft, hence there is a finite open cover of I in R: 
uv = I ..... N Ix.",r

v
• Hence, D[ = Uv = I •...• N D~,rv is an open 

connected region in C having I as interior points. Because 
z = 11K II is an interior pointofD[,D[ is connected withEK • 

Clearly D[ Cp(K), which finishes the proof. 
In particular, Proposition 1 implies 1e:p(K), which 

means that the resolvent equation has a unique solution 
G (5,Hu), which holds for all SeCu ' 

Proposition 2: The solution G (5,H,,) of the resolvent 
equation can be obtained by summing up the Neumann se­
ries of the resolvent equation, if the contour C" is a circle 
centered at the origin with a sufficiently large radius R. The 
convergence is uniform in SeC" . 

Proot Let a: O<a< 1, R: R>IW:,cll/a + IIH~ II and 
Cu = {Re~ 1r,b:~21T}. Then one can estimate 

IIGIS,H~)II = 11(5-H~)-III.;;;1/d(Cu,a1H~)) 
.;;; 1/(R - IIH~ I Il';;;a/l W:,cl I (2.22) 

and 

IIKII = IIG(5,H~)V~cll.;;;IIG(s,H~)11 IW~cll.;;;a<l, (2.23) 

which holds for all SeC". That is a sufficient condition for 
the convergence of the Neumann series 

G(5,H,,) = L rG(5,H~). (2.24) 
v=0.1.2 ... 

The convergence is uniform in seC" , because the estimate on 
11K II holds for all seCu , which proves Proposition 2. 

Although the Dunford integral is independent of the 
contour, as long as it is chosen properly to encircle the spec­
trum, it may be numerically inconvenient to use a circle with 
a large radius as required in the assumption of Proposition 2. 
Thus one is interested in solving the resolvent equation for a 
contour C" without that restriction. To solve functional 
equations with compact kernels one can use powerful projec­
tion methods. In our case, however, the kernel G (s,H ~ ) V:,c is 
not compact, because in momentum space the operator 
G (5,H~) does not vanish if the momentum approaches infin­
ity, but rather it tends towards 1/1S - 1TE 12u) within the 
particular choice of H~. There is a generalization of com­
pact operators, the so-called A-proper operators, introduced 
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by Petryshin, 12 which also allows us to apply projector meth­
ods to solve functional equations. This will be applicable in 
our case. Let us consider the resolvent equations when ap­
plied on a Hilbert state X and let us denote 

g= G(5,H~)X, f= G(5,Hu)X' (2.25) 
Then the resolvent equation reads 

f=g+Kf 

or with B = 1 - K, 

Bf=g· 

We define 

Tt;,~ = linear span of {B Vglv = 0, 1, ... , n}, 

(2.26) 

(2.27) 

TB•g = U Tt;,~ (2.28) 
"=0.1 •... 

and in analogy Tt;,~g, TB•Bg . Let pI") denote the orthogonal 
projection onto T';!g and QI") the orthogonal projection onto 
Tt;,~g. Letf") be defined as the solution of 

Q In) BP In) fIn) = Q In) g. (2.29) 

Then we claim the following. 
Theorem: pIn) f n) converges strongly to/. the approxi­

mation scheme is projectionally complete and B is an A­
proper mapping. 

Proof: In Proposition 1 it has been shown that 1e:p(K) 
and there is an open connected region extending from E K to 
the point 1. Then the Theorem, Corollary 1 and Corollary 2 
of Ref. 13 can be applied which proves the claim. 

III. THE N-BODY SYSTEM 

In this section we want to sketch the generalization to 
the N-body system. 

Assume there are N distinguishable particles, denoted 
by i, j considered as "elementary" as opposite to "compos­
ite" particles which are formed as bound states of the ele­
mentary particles. To each elementary particle i we ascribe a 
mass mi and charge ei • The channel index a denotes which 
of the elementary particles cluster and form a composite par­
ticle. The channel without composite particles is denoted by 
O. We assume that the total interaction is a sum of pair inter­
actions 

V= LVii, (3.1) 
1 <,i<j<.N 

where Jlij can have a short-range plus a Coulomb part. Jlija is 
defined to be Jlii if i and j are contained both in anyone of the 
composite particles of channel a, otherwise Jliia = O. A 
channel interaction is defined by 

va= L Viia. 
1 <.i<j<.N 

(3.2) 

Let H ° denote the total kinetic energy Hamiltonian, let 

(3.3) 

denote the Hamiltonian corresponding to channel a and the 
full Hamiltonian, respectively. 

Dollard's time-dependent auxiliary Hamiltonian is 
generalized as follows. \1 Let mii denote the reduced mass of 
particles i,j and let HOii denote the kinetic energy Hamilton-
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ian of the relative motion of particles i,j. For channel a = 0 
let 

A Oc(t) = sgn(t) L e;ej ( m~j")112 
1,i<j,N 2H v 

xlog(4HOiilt I), 

HOc(t) = HOt + A Oc(t). (3.4) 

For channel a#O let I, J denote either an elementary or a 
composite particle. lea means that if I is an elementary 
particle, it is contained as an elementary particle in channel 
a, if I is a composite particle, it is contained as a composite 
particle in channel a. Let el denote the charge of particle I, 
m 1 its mass, m IJ the reduced mass of particles I, J and HOJJ 

the kinetic energy Hamiltonian of the relative motion of par­
ticles I,J. Let 

1,I<J,N (m )112 
A aC(t) = sgn(t) L e1eJ I~IJ log(4HOIJ It I), 

I,JCa 2H 
Hac(t) = Hat + A aC(t). (3.5) 

The wave operator 

{J a( ±) = s - lim exp(iHt) exp( - iHac(t)) (3.6) 

is defined on the domain D" which is a projection of the 
Hilbert space onto a subspace where the bound-state wave 
function describes the internal motion of any composite par­
ticle in channel a. 

We introduce the following bounded approximations: 

v = " Vii u ~ u' 
1,i<j,N 

(3.7) 

va = " Viia 
u 4.t u' 

1,;<j,N 

where each pair interaction V~ is defined as in the two-body 
case [Eq. (2.9a)]. 

Let H~ be defined as in the two-body case [Eq. (2.8)] 
and let 

H: =H~ + V:, Hu =H~ + Vu' 

For channel a = 0 let 

A ~(t ) = sgn(t) L e;ej ( m~j") 112 
1,i<j,N 2H v 

(3.8) 

Xlog(4HOiilt 1)(2/1r)arctan(HoiifuE), (3.9a) 

and for channel a # 0 let 

1,1< J,N (m )112 
A :C(t) = sgn(t) L e1eJ I~IJ 

I,JCa 2H 
X log(4HOIJ It 1)(2/1r)arctan(HOIJ fuEl, (3.9b) 

H:C(t)=H:t+A:C(t). (3.10) 

The approximate wave operator takes the form 
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{J :,T = exp(iHu T)exp( - iH:C(T)). (3.11) 

In Ref. 9 it has been conjectured that {J :,T tends strongly to 
{Ja( ±) for suitably chosen u~, T ~ =+= 00. However, all the 
results obtained in Sec. II of this paper for the two-body 
system can be taken over directly to the N-body case and 
formally read the same if the asymptotic Hamiltonian HOc (t ) 
is substituted by Hac (t ) and the resolvent equation reads 

G (s,Hu) = G (s,H:) 

+ G(s,H:)(Vu - V:)G(5,Hu)' (3.12) 

IV. CONCLUSION 

In nonrelativistic few-body quantum scattering theory 
a new approach has been suggested to calculate wave opera­
tors for short-range and long-range Coulomb interactions. 
Strongly approximated wave operators are related via a con­
tour integral of finite length to Green's functions of Hamil to­
nians approximated in the sense of strong resolvent conver­
gence. The resolvent equation, which relates Green's 
functions of the approximate full and asymptotic Hamilto­
nians, is studied and is found to have a unique solution, 
which can be obtained by a Neumann series. Its kernel is 
found to be A-proper which also allows projector methods to 
solve the resolvent equations. 
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An explicit Fock realization of the Landau gauge of the free electromagnetic field with a Hilbert 
space structure which is simply the same as in the Gupta-Bleuler gauges is given. 

I. INTRODUCTION 
As clarified in Ref. 1, when a given set of Wightman 

functions {7Y} do not satisfy the positivity condition one 
may associate with them different Hilbert space structures, 
leading in general to different spaces of states. A Hilbert 
space structure, (7], JIt) associated to the Wightman func­
tions {7Y}, with 7] a nondegenerate metric operator, is 
called maximal if there is no other Hilbert space structure (f], 
~ associated with { 7Y1 with a nondegenerate metric op­
erator f], such that 7t" C 7t" properly. The following theorem 
holds. 1 

A Hilbert space structure (7], JIt) associated to a set of 
Wightman functions {7Y} is maximal if and only if 7] -1 is 
bounded. Moreover, if 7] -1 is bounded, it is possible to rede­
fine the metric without changing 7] in such a way that the 
new metric satisfies 7]2 = 1 (Krein spaces). This property is 
very convenient from a technical point of view. 

All known realizations of the Landau gauge of the free 
electromagnetic field2

-4 do not seem to provide maximal 
Hilbert space structures, because the metric operator very 
likely har no bounded inverse. In this note we construct an 
explicit Fock realization of the Landau gauge with 7]2 = 1 
(Fock-Krein realization). 
II. THE ONE-PARTICLE SPACE AND THE METRIC 
OPERATOR 

Recall that, in the Landau gauge, the two-point func­
tion of the free vector potential AI' (x) is2 

(1/10 ..41' (x)Av( y)l/Io) 
= - (gl'v - al'avO- I)(lIl,g<+)(x - y), (1) 

where 
O-I(lIi)D<+)(x - y) = - [11(417f]log( - x2 + iEXo) 

is the two-point function of the dipole field model l
•
s whose 

Fourier transform is 21T() (Po)t5'( p2). 
Thus the two-point function (1) defines in momentum 

space the indefinite sesquilinear form 

(/,g)L = 1T f d 4p 2()(Po)t5'(p2)[ p211' (p)k"( - p) 

- pi' f;.(p)pI'gl' ( - p)]. 

From the definition of the distribution t5 '(P2) we get further4 

I 

(2) 

withpo = Ipl· 
In our construction the one-particle space is simply de­

fined by 

~I) = {I/II'(P): I/II'EL 2( ~: ,C+). V I' = 0,1,2,3} 

(C+ is the future cone) provided with the standard scalar 
product 

f d
3p_ 

(<P,I/I) = ~)<PI" 1/11') = L - <P1'(p)l/Il'(p). 
I' I' Po 

The metric operator 7] is given by the tensor - ?tv; obvious­
ly we have 7]2 = 1. Then we get in ~I) the indefinite inner 
product 

(<P,I/I) = - (<PI' ,1/11') = -f d 3

p 4>1'(p)l/Il'(p). 
Po 

III. DEFINITION OF THE ELECTROMAGNETIC 
POTENTIAL 

Now we perform a quantization over ~I) with respect 
to (" .) (see Refs. 6 and 7) and define [for each real valued 
JEY(R4)] the field operator as 

A (f) = (lIv'2)[a(1T I) + a+(1T I)], 
where a, a+ are the annihilation and creation operators and 
the vectors (1T J)~I) are given by 

(1T 1)I'(p) = ~{/I'( - p) - ~;I [a~o (pvlv( - p)) 

_ (pv Iv( - p)) ]} I . (3) 
21pI c+ 

It is not difficult to verify that { -1T--::f,=-fi=-E"Y=(=JR ..... 4)} = ~I) (see 
the Appendix). Moreover, if II' = PI' f, we obtain from (3) 

(1TJ) = 0, 
which assures that the vector potential A is transverse. 

Finally we have the two-point function 
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which is the required form (2). 
In~l) then-unitary representation U (a,A ) of the Poin­

care group is given on the dense set of vector {1' f J by 

U(a,A )(1' f) = (1' h,A)' 

where 

(h,A)1' (x) = AI' v fv(A -1(X - a)). 

In particular, for the translations one has explicitly 

. ( (pv'/lvl ) 
(U(a,I)'/I))I'(p) = e'p'a '/I1'(p) - iao 2iPf PI' 

for each '/I~l) in the domain of U (a, 1). The form <" .) is 
non-negative on the subspace ~1)1 C~l) of vectors that 
satisfy pI''/Il' = O. 

The elements in ~l), with zero norm have the form 
'/I1'(p) = PI' '/I(p) and constitute the subspace jY<1)". 

Note that 

DA (f)'/Io = - PI'(P'lv) e K', 

'/10 being the vacuum state. In the Fock space 71' one has the 
corresponding subspaces K' and K" . 

It can be easily seen that the electromagnetic field Ff.w 

= al'Av - avAI' leaves invariant the subspace 71" and that 
the Maxwell equations are valid in mean value on K'. Thus, 
in our realization, the Hilbert space structure is the same as 
in Gupta-Bleuler gauges. The nontrivial point is the defini­
tion of the vector potential giving the two-point function (1) 
and satisfying the condition al'AI' = o. 
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APPENDIX: A DENSITY THEOREM IN ~1) 

We show that vectors of the type (1' f)1' (J;.e..9'(R4), 
J.t = 0,1,2,3) are dense in jY<1) by proving that '/I~l) and 
'/Il(l' f) for each fimplies '/I = O. 

Choose fl' such that h = h = 0 and pofo = Pt/l' From 
definition (3) we have 

(~J1=(D Vi'fp =0) 
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Then the orthogonality conditon reads 

f d3p (/o(p)'/Io(p) + 10(p)'/I1(p)) 
Po 

= f d 3
p lo(p)('/Io(P) + Po '/II(P)) = 0, V fo, 

Po PI 
with 

foe {PI J,fe..9'(R4
) J. 

Since this set is dense inL 2(d 3p/po, C+)weget '/Io(p) + (pol 
Pl)'/Il(P) = 0 a.e., that is '/II(P) = ( - PI/PO)'/IO(p) a.e. In the 
same manner, with a suitable choice of test functions, we 
obtain 

'/12 = ( - P2/PO) '/10' '/13 = - (P3/PO)'/IO' 

This means that the vector '/II' has the form 

P '/I1'(p) = -L '/Io(p), 
Po 

where 

Po=Po, Pi = -Pi =/, i= 1,2,3. 

now the condition !P1'/Po)'l/ol(l' f), VJ, yields 

rf d
3
p {II' - J!.L [~(P'/) - (pI) ]} PI' '/10 

I' Po 21pI apo 21pI Po 

= f d 3
p (p·I) '/10 = O. 

Po Po 
Choosing further 

fo = fe..9'(R4), J: = 0, 

we get 

f d
3p­

-f(p)'/Io(p) = 0, 
Po 

which implies '/10 = O. 

i = 1,2,3, 
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We expand the scattering amplitude and the scattering matrix around the zero-range limit, i.e" 
with point interactions, in the case when the potential has a finite number of wells, The lower­
order terms are largely independent of the shape of the potentials. 

I. INTRODUCTION 

The explicitly solvable models serve as testing ground 
for what one can expect in general. Therefore it is of interest 
to study these models in great detail. 

In nonrelativistic quantum mechanics there are essen­
tially only three explicitly solvable models: The hydrogen 
atom (i.e., the Coulomb interaction), the harmonic oscilla­
tor, and, finally, the point interaction. The impact of the first 
model in the early days of quantum mechanics can hardly be 
overestimated, while the harmonic oscillator has been very 
important in, e.g., quantum field theory. 

The last model to be mentioned, the point interaction or 
zero-range interaction, was studied already in the thirties by 
Fermi, Breit, Peierls, and Thomas in neutron-proton scat­
tering in three dimensions while Kronig and Penney intro­
duced the model that was later called the Kronig-Penney 
model of an infinite crystal in one dimension with a zero­
range interaction. The rigorous study of these models was 
started much later by Berezin and Faddeev in the sixties and 
later made into a systematic theory by Heegh-Krohn and 
various co-workers. See Ref. 1 for an extensive and detailed 
exposition of this. 

The n-center case, i.e., where one has n c5-potentials in 
a3

, which we are going to discuss here, was first studied by 
Albeverio, Fenstad, and Heegh-Krohn2 by means of non­
standard analysis and later extended by Grossmann, Heegh­
Krohn, and Mebkhout.3

,4 The use of nonstandard analysis 
was initiated by NelsonS and Friedman.6 

When one has a solvable model, it is reasonable to ask in 
what sense one can use the solvable model to deduce proper­
ties of models which are close to the solvable one in some 
sense, i.e., how well the solvable model is approximated by 
other more general models. 

To approximate the point interactions with short-range 
potentials of the form E- 2 V (xl E) is an idea going back actual­
ly to Thomas in 1935, but it was put into a systematic and 
detailed study only in 1980 by Albeverio and Heegh-Krohn 7 

where both the case of a finite and infinite number of centers 
are discussed. Their results were later improved in the one­
center case by Albeverio, Gesztesy, and Heegh-Krohn,8 and 

·1 Permanent address: Matematisk institutt, Universitetet i Oslo, Blindem, 
Oslo 3, Norway. 

bl Permanent address: Universite de Provence, Centre St. Charles, France. 
ci Permanent address: Universited' Aix-Marseille II, Faculte des Sciences de 

Luminy, Marseille, France. 

in the finite and infinite center case by Holden, Heegh­
Krohn, and Johannesen.9

,lo In Ref. 8 the low-energy behav­
ior of the scattering matrix is studied in great detail in the 
one-center case, and we rely very heavily on these results in 
this paper. The low-energy behavior of the scattering matrix 
in the one-center case has also been studied by Jensen and 
Katoll where weaker results are obtained (asymptotic ex­
pansions instead of analytic expansions) under weaker as­
sumptions using other methods then the ones we advocate 
here. 

Scattering theory for point interactions has also been 
studied by Karloukovski,12 Thomas, 13 and Pavlov and Fad­
deevl4 while impurity scattering for point interactions in 
three dimensions has been studied in Ref. 15. 

II. POINT INTERACTIONS 

We will start by introducing the Hamiltonian with 
point interactions which is formally 

N 

Hy,x = -..::1- L vj c5(. -Xj), (2.1) 
j=1 

where v = (V., .. . ,VN)E aN, x = (XI' .• . ,xN) with XjE a3. 

As this is not a self-adjoint operator on L 2(R3
) we have to be 

careful how to define a rigorous analog of (2.1). There are by 
now several ways of doing this, e,g., by use of nonstandard 
analysis (see Ref. 2), self-adjoint extensions of symmetric op­
erators (see Ref. 1), by a renormalization procedure on the 
coupling constant vj(Ref. 4), and finally as a limit of opera­
tors with decreasing support (see Refs. 1,7, and 9). All these 
methods give the same operator, namely that Hy,x can be 
rigorously defined as the unique self-adjoint operator 
- ..::1 (a,X) with resolvent 

(-..::1(a,X) - k2)-1 

=Gk + L aj --'- c5j /-Gk (xj -Xl) N [( 'k) ]-1 
j,/= I 41r j/ 

xIGk(·-xj )( Gk(·-x/)I, (2.2) 
with 1m k>O and 

Gk =( _..::1_k2)-1 (2.3) 

has kernel 

Gk(x - y) = eik'''-YIj41rlx - yl (2.4) 

X#O, 

x=O, 
(2.5) 
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where [ ]j/I denotes the j/ th element of the inverse of the 
matrix [ ] and finally the operator S = If) (gl is defined to 
be Sh = !Ig,h ). 

For an extensive discussion of various aspects of this 
definition and with many properties of the operator, see 
Refs. 1 and 3. 

With the operator (2.2) at hand we can start to approxi­
mate it by Hamiltonians with more regular, short-range in­
teraction. 

Let 

He = -.::1 +£-2£ ...1.j(E)~(~('-Xj))' (2.6) 
j= I E 

whereAj is analytic in a neighborhood of zero with ...1.j(O) = 1 
and ~ is a Rollnik function (i.e., 
fflx - yl-21 ~(x)11 ~(y)ldx dy < 00) with compact support. 
The operator HE is well-defined as a quadratic forms sum. 
Observe that while (1/ c) ~ (( 1/ E)(' - Xj ))~ (. - xj ) as E--+<> 
wehaveE((1/c)~((1/E)(' - xj )));::::E8 (. - xj)whichindicates 
that the coupling constant Vj in the formal expression (2.1) 
has to be infinitesimally small in some sense. 

One can prove that HE converges in the norm resolvent 
sense to -.::1 (a,X) as E tends to zero (see Refs. 1, 7, and 9). 

The limit is, however, very delicate in the sense that it 
depends very crucially on detailed properties on the spectral 
point zero for the one-center operator: 

~ = -.::1 +~. (2.7) 

Let 

Vj = 1 ~ 11
/

2
, Uj = Vj sgn ~. (2.8) 

Then we have 

(~ - k2)-1 = Gk - Gkvj (1 + UjGkVj)-IUjGk' (2.9) 

where 1m k> 0 and we recall 

Gk = (-.::1 - k2)-I. (2.10) 

This implies that k 2 is an eigenvalue for ~ iff - 1 is an 
eigenvalue for uj Gk vj ' 1m k> O. If 

(1 + ujGkvj)tPj = 0, (2.11) 

then 

1/1j = GkvjtPj (2.12) 

will satisfy 1/1jE L 2(JR3) and 

~1/1j = k 21/1j. (2.13) 

If, however, k = 0, i.e., 

(1 + ujGovj)tPj = 0, (2.14) 

then 

1/1j = GovjtPj (2.15) 

will not in general be inL 2(JR3), but 1/1j EL toe (JR3) and satisfies 

H1/1j = 0 (2.16) 

in the sense of distributions (see Refs. 1 and 8). 
If 1/1/* L 2 (R3) we will say that 0 is a resonance for ~. It 

is necessary to make a further distinction (see Refs. 1 and 8), 
but first we state the following nice lemma to decide when 1/1 
is in L 2(JR3). 
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Lemma 2.1: Let ~ E R and assume that supp ~ is com­
pact. Then 

1/1j = GoVjtPjE L 2(JR3){::}(Vj'tPj) = O. (2.17) 

Proof: See Ref. 8 where it is proved under weaker condi­
tions on ~. 

Case L' - 1 is not an eigenvalue for uj Govj . 
Case fL· - 1 is a simple eigenvalue for ujGovj and 

(Vj ,tPj) # O. 
Case IlL' - 1 is an eigenvalue for uj GoVj with multi­

plicity N;;d and (vj,tPjl) = ... = (Vj,tPjN) = o. 
Case IV: - 1 is a degenerate eigenvalue for Uj GoVj with 

multiplicity N~2 and at least one tPjl is such that (vj,tPj/ )#0. 
In case IV we can always arrange such that (vj,tPjl )#0 and 
(Vj ,tPfl) = ... = (Vj ,tPjN) = O. In addition we define 

~j = tPj sgn ~. (2.18) 

With this at hand we recall the basic result. 
Theorem 2.2: Let HE be given by (2.6) where ~ :JR3---+R 

is a Rollnik function with a compact support. 
If ~ is in case III or IV, assume in addition that 

...1.;(0)#0. 
Then HE converges in the norm resolvent sense to 

-..d (aX) as E--+<>, where a = (ai, .. ,aN) is given by 

aj =...1.;(0)I(vj,tPj)I-2(~j,tPj)' (2.19) 

Remarks: (1) In case I where tPj = 0, (2.19) is interpreted 
as aj = 00, in case III where (Vj ,tPj) = 0, we also interpret 
this as aj = 00, and, finally, in case IV, tPj = tPjl' where 
(vj,tPjl )#0. 

(2) If aj = 00 for somej, th~s point has to be removed, 
i.e., we have -.::1 (a,X) , where X consists of the points Xj 
where a j # 00 and similar for a. 

(3) When ...1.;(0) = 0 in case III or IV we will not have 
norm convergence in general. See Refs. 8 and 9. 

Proof' See Refs. 1 or 8. 
We now introduce the scattering quantities. 
Formally we can define for a Schr6dinger operator 

H=-..d+V ~~ 

the corresponding t-matrix by [where R = (H - k 2)-1] 

tk = V- VRV 

= V-G;IGkVRV 

= V- G; I(Gk -R)V= Gk-IRV 

= Gk-IRVGkG; I 

= G k-I(Gk -R)G k- I = v(1 + uGkV)-IU, (2.21) 

using first the resolvent identity twice and then (2.9). 

by 
From the t-matrix we obtain the scattering amplitude! 

!(P,q,k) = - _1_(e;p·,tke;q·) 
417" 

(2.22) 

We can finally now define the on-shell scattering matrix Sk 

(2.23) 
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(where S(2) = (x E JR311xl = I}) as a unitary operator given 
by 

(Skh )({()) = h ({()) - (21Ti)-lki d{()' fon ({(),{()',k)h ((()'), (2.24) 
S(2) 

when hE L 2(S (2)), where 

fon (((),{()' ,k ) = f(p,q,k ), (2.25) 

where IPI = Iql = k, {() = p/IPI, and (()' = q/lql. See, e.g., 
Berthier16 for an introduction to scattering theory. 

III. THE e-EXPANSION 

The scheme for the e-expansion of the scattering ampli­
tude and the S-matrix is now clear. 

First we derive the t-matrix for HE and then we expand 
it around the point interaction limit. 

In order to do that, we relate the operator HE to an 
operator 

H(e) = -.1 + f Aj(e)JJ(' -Xj). 
j=1 e 

Using the unitary scaling operator U
E 

given by 

when gEL 2(R3
) we immediately see that 

and we then obtain the t-matrix for H (e) first. 
Lemma 3.1: The resolvent of H (e) reads 

N 

= Gk - L Gkvj (l + BE,k)X lA/(e)u/Gk, 
j,/=I 

where 

V)(X) = Vj(x - Xj/e), 

U/{X) = u/{x -x/e), 

and BE,k = [Bj/] is given by 

Bj/ = Aj{e)ujGkv/. 

The t-matrix tde) for H{e) is 
N 

tk{e) = j,~ 1 vj {l + B )Ji" lA/(e)u/. 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

Proof: Using Appendix A in Ref. 17 we obtain the stated 
formula for the resolvent of H (e). From the formula 
tk = G k- I{Gk - R )G;; 1 we obtain the t-matrix as stated. 

Using this and the stated unitary equivalence (3.3) 
between HE and H (e) we obtain the t-matrix for HE' 

Lemma 3.2: HE has a t-matrix given by 

tE(k) = e-2UE [ f vj {Uj)-I{l + BE,k)jll 
),/=1 

where BE,k = [Bj/] has the integral kernel 

and Uj and Uj are given by (3.14). 
Proof: We have that 

(HE - k2)-1 = ~UE{H{e) - (ek )2)-IU E-
1 

N 

= Gk - e-2 L GkUEVj 
j,/= 1 

x{l +BE,Ek)i·lA/U/UE-IGk, 

which implies 

N 

tE{k)= L e-2UA{1+BjI)jIIA/{e)u/UE-I. 
j,/=I 

_ [U~ 
UE= 

o 
where 

(Ujg)(X) =g(x + x/e) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

for gEL 2(JR3), we can introduce if if -I between the two 
matrix products to obtain that 

N 

tE{k) = e-2UE L vj(Uj)-1 
j,/= 1 

X [1 + BE,k ]X IA/(e)Uju/ U E- t, (3.15) 

where BE,k = [Bj/] has the integral kernel 

(3.16) 

From this lemma we see that tE (k ) is defined whenever - 1 
EI: oiBE,k)' For e = 0, BE,k reduces to 

(3.17) 

which implies from the analysis in Sec. II that the detailed 
properties of tE (k ) around e = 0 depends on the zero-energy 
properties of the operators Hj = -.1 + JJ ,j = 1, .. . ,N. 

We recall here the following. 
Proposition 3.3: We have the expansion 

e(l + Aj{e)UjGEkVj)-1 = Qj + eRj + ole), (3.18) 

XA/{e)Uju/] U E- I, (3.8) where 
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and 

/',m'=l 

x( -..!..A j'(O)(~jm"t/Jj/') + ~A ;(O)(t/Jjm,vj)(vj,t/Jjl') 
2 47T 

in case I, 

in case II, 

in case III, 

in case IV, 

(3.19) 

(3.20) 

-:; f f dXdYt/Jjm(X)Vj(x)lx-YIVAy)t/Jjl'(Y))It/Jj/,)(~jm'l, in case IV, 

where 1} is the reduced resolvent, i.e., 

(3.21) 

where ~ is the projection onto the eigenspace corresponding 
to the eigenvalue - 1, viz., 

Pj = ~ It/J~) (~j/I. (3.22) 
/ = 1 (t/Jjl,t/Jj/) 

Proof: See Theorems 3.1-3.4 in Ref. 8 and Ref. 18. 
From this we infer the expansion for the full 

E(1 +BE,k)-1 term. 
Theorem 3.4: Let the points XI' .. . ,xN be numbered 

such that XI' .. . ,xn (resp. Xn + I, .• • ,xN) are in case II or IV 
(resp. I or III). Then we have the following expansion: 

E(1 +BE,k)-1 =X + cY + o(c) 

=(1 + QTO)-IQ + c((1 + QTO)-IR 

- (1 + QTO)-I(RTo + QU)(1 + QTO)-IQ) 

+ o(c), (3.23) 
where Q = [8j/Qj], R = [8j/Rj ] are given in Proposition 
3.3 and 
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To = [GdXj - xdluj) (v/I] (3.24) 

and U = [( 1 - 8j / ) ~/] has the integral kernel 

~/(X,y) = A ;(O)Gk(Xj - x/)uj(x)v/(y) 

+ Uj(x)VGdxj - x/)-(x - y)v/(y). (3.25) 

Proof: Separating off the diagonal elements of B E,k we 
obtain 

(3.26) 

where SE = [8jlAj(c)UjGEkVj] and TE = [(1-8jd1)/] has 
the integral kernel 

Expanding TE we find 

TE = To + cU + o( 1), (3.28) 

where Uis as stated in the theorem. From Proposition 3.3 we 
know the expansion of E( 1 + SE) -I = Q + cR + o(c). Hence 
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£(1 + BE,k)-1 = £(1 + SE + ETE)-1 

= (1 + £(1 +SE)-1 TE)-1 E(I +SE)-1 

= (1 + QTo + £(RTo + QU) + O(E))-1 

x(Q+ER +O(E)) 

= (1 + £((1 + QTO)-I(RTo + QU) + 0(1)))-1 

X(I + QTO)-1 (Q + ER + OlE)) 

= (1 - E(I + QTO)-I(RTo + QU) + OlE)) 

X(I + QTo)-I(Q + ER + OlE)) 

= (1 + QTO)-1 Q + £((1 + QTO)-1 

XR - (1 + QTO)-1 

X(RTo + QU)(l + QTo)-1 Q) + OlE). 
(3.29) 

We can now tum to the scattering amplitude and state 
the following theorem. 

Theorem 3.5: The scattering amplitudef..(p,q,k) for HE 
is analytic and has the expansion 

/E(P,q,k) = - (lI41r)(eiP',tE(k )eiq·) 

= __ 1_ ± e-i(PXJ-qx,) 
417 j,/= 1 

PI 

+ L ie - i(pxJ - qx,) 
j,/= I 

~ -i(PXJ-qX,)( y )) ( ) + j,t: I e Vj' j/U/ + 0 E. (3.30) 

Proof: Using the expansion for E(l +BE,d- 1 from the 
preceding proposition and expanding the other terms we ob­
tain 

f..(p,q,k) = - ~ (eiP",tE(k )eiq.) 

= __ 1_ ~ (IP(E'+XJ) (1 + B)-I 
~ e ,VjE E,k ~/ 

41r j,/= I 

XA /(E)u/iq(E' + X')) 

- __ 1_ ~ -/(PXJ - qx,) [(,x ) - ~ e Vj j/u/ 
41r j,/= I 

+ £(A ~ (O)(vj.xj/u/) + (p.vj.xj/u/) 

+ (vj.xj/u/q.) + (vj,lj/ud)]· (3.31) 

By inserting the explicit expressions for ~/ and lj/ we see 
that in all terms except the last one, we only have to sum over 
j,i<.n. 
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Recall now from Sec. I that the on-shell scattering ma­
trix Skis the unitary operator 

S k : L 2(S (2))-L 2(S (2)), 

given by 

(3.32) 

(Skh )(w) = h (w) - (2mr 1 k i dw' fon (w,w',k)h (w'), 
s(2) 

(3.33) 

where 

fon (w,w' ,k ) = /(wk,w' k,k ). (3.34) 

Theorem 3.6: The scattering matrix SE,k for HE is ana­
lytic and has the expansion 

SE,k = 1 +~ ± le-ikxr) 8r Zj,/= I 

X [(aj - !) t5j / - Gk(xj -x/)l~ 1 (e-1kxrl 

+ Ek. [f Ie - ikxr)A itO) 
8rz j,t=1 

X [(aj - !)t5j1-Gk(Xj -x/)l~l(e-ikxrl 
N . 

+ L le-'kxr)(Vj,lj/U/) 
j,/= 1 

X (e - ikx'i + j,~ I Zj/] + 0 (E), (3.35) 

where Zj/ has integral kernel 

Z ( ') k -ik(X.f"-x",,·)(( ,x ) 
'j/ W,W = e w,v, j/u/ 

(3.36) 

Proof: The expansion follows directly from (3.33) and 
Theorem 3.5. 

Remark: It is, of course, possible to expand all the rel­
evant quantities to an arbitrary order. However, as should be 
apparent already from the first-order terms, the formulas 
become more complicated. 

Point interactions are also related to another interesting 
limiting case, namely, as we already have seen, to the opera­
tor H(E) given by (3.1). 

This operator corresponds to the situations where the 
potentials move apart as E-o. For simplicity we only state 
the results when Aj(E)=I, for j = 1, .. . ,N, i.e., aj = 0 in 
cases II and IV. 

Theorem 3.7: Let 

N ('-X) H(E) = -.1 + L ~ __ 1 , 
j=1 E 

(3.37) 

and let/(E,p,q,k) denote its scattering amplitude. Then we 
have 
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f(E,Ep,Eq,Ek) = E- I h Ip,q,k ) 

-1 n _ E ~ -i(pxj-qxtl 
- --- £.J e 

41T j.l= 1 

(3.38) 

where x and Yare given by (3.23) with aj = O. 

Proof: Follows immediately from Lemma 3.1, Lemma 
3.2, and Theorem 3.5. 

Theorem 3.8: Let Sk (E) denote the on-shell scattering 
matrix for H(E). We then have 

(3.39) 

which implies that the expansion for SEk (E) is given in 
Theorem 3.6. 

Proof: We have 

(SEdE)h )(m) 

= h (m) - (21Ti)-IEk Sdm' f(E,mEk,m'Ek,Ek)h (m') 

= h (m) - (21Ti)-I k Sdm' h(mk,m'k,k)h (m') 

= (SE,kh )(m). 

IV. THE GENERIC CASE 

In Sec. III we were mostly interested in cases II and IV 
which give rise to the point interaction limit. However 
neither case II nor case IV is generic, so in this section we will 
study the generic case, case I, in more detail. 

Recall that the Rollnik class R is a Banach space con­
sisting off unctions V which satisfy 

Consider (VI' ... , V N ) E RN =R Ell ... Ell R with norm 

N 

II(VI , .. . ,VN )1I 2 = 2: 1IV;lli. (4.2) 
i=1 

Then we have the following theorem. 
Theorem 4.1: The set A of (VI' ... , V N) ERN such that 

V; is in case Iforj = 1, .. . ,N is a dense open set in RN. 
Proof: Recall that V; is in case I iff - 1 is not an eigen­

value ofujGovj . Now 

(4.3) 

where 11-112 is the Hilbert-Schmidt norm on L 2 (R3
). Hence 

(4.4) 

is an isometric map from RN into 
B2 (L 2(R3))N =B2(L 2(R3)) Ell ... Ell B2(L 2(R3

)), where B2 de­
notes the set of Hilbert-Schmidt operators and B2(L 2(R3))N 
has norm 

N 

II(BI , .. ·,BN)II~ = 2: IIBjll~· (4.5) 
j= I 

Since the nonzero eigenvalues of Uj GoVj depend con­
tinuously on the Hilbert-Schmidt norm of uj GoVj' and hence 
on the Rollnik norm of V;, we see that the set R of all 
(VI' ... , VN) ERN, where V; is in case I forj = 1, .. . ,Nis an 
open subset of RN . 

That this set is dense, follows from the following argu­
ment. Consider Rollnik potentials VI"'" VN such that 
(VI'" "VN)~A, i.e., - 1 is an eigenvalue ofujGovj for some 
j = 1, .. . ,N. Since o-(uj Govj ) has only zero as a possible accu­
mulation point, we can find a sequence {An J such that 
An~l as n~oo and 

N 

- A;; I ~ . u o-(ujGoVj ). 
j=1 

Hence (An VI' .. . ,An VN) E A for all n. But 
(An VI' .. . ,An VN )~(VI' ... , VN) in RN which proves that A 
is dense. 

From now on we assume that VI' ... , V N are in case I. 
We can then expand the scattering amplitude to third order 
in E as the next theorem shows. 

Theorem 4.2: Assume that VI'" "VN ER, V; has com­
pact support for j = 1, .. . ,N, and that ~ = -.a + V; is in 
case I forj = 1, .. . ,N. Then the scattering amplitUde for 

(4.6) 

is analytic and has the following expansion: 

E N -i(p-q)x. ~ N -i(p-q)x .. 
hlp,q,k) = - - 2: e 1(vj>Rj uj ) + - 2: e 1(IIp.vj ,Rj uj ) 

41T j=I 41T j =1 

150 

- i(vj,Rjq.uj ) + A ;(O)(vj,Rjuj )) + f e -i(PXj-qx/)(vj>(R (M + To)R )jlul) + ~[~ f e -i(P-q)Xj(A j'(O)(vj,Rjuj ) 
j./=I 41T 2 j=1 

N 

+ (vj,Rjlp,q)uj ) +2iA ;(O)(Ip.vj,Rjuj ) - (vj,Rjq.vj )))+ 2: e-i(Pxj-qX')(ilp.vj,(R (M + TolR )jlul ) 
j.l= 1 

- (vj,(R (M + To)R )jlq·ul ) + (vj,[R (M + To)R (M + To)R -R (W + U)R ]jlud 

+ A /(O)(vj,(R (M + To)R )jlUI))] + o(~), 

J. Math. Phys., Vol. 26, No.1, January 1985 Holden, H0egh-Krohn, and Mebkhout 

(4.7) 

150 



                                                                                                                                    

where Rj (p,q) has kernel 

Rj(p,q)(x,y) = uj(x)Go(x - Y)Vj(y)(px _ qy)2 (4.8) 

and the operators R, M, W, To, U are given by (3.20), (4.11), 
(4.11), (3.24), and (3.25), respectively. 

Proof: From the definition of the scattering amplitude 
we see that we have to expand (1 + B",k ) -I to second order 
in E, thus extending Theorem 3.4 to next order when all the 
potentials are in case I. 

Using the notation from Proposition 3.3 and Theorem 
3.4 we have 

1 +B",k = 1 +S" +ET", 

where now 

(4.9) 

1 +S" = 1 +So+EM +~W+ O(~), (4.10) 

andM = [8jIMj], W= [8jl JJj], and 

Mj =..1. j(O)ujGouj + ..!!:..-luj)(vJI, 
41T 

(4.11) 

w:. = J..A. "(O)ujGov. +..!!:..-A. ~(O)lu.)(v·l- ~D., 
J 2 J J 41T J J J 161r J 

where 

Dj(x,y) = Uj(x) Ix - ylvj(y). (4.12) 

Hence 

(1 +B",d- 1 

= (1 + So + E(M + To) + ~(W + U) + O(~))-I 
= (1 + £(1 + So)-I[(M + To) + E(W + U) + O(E)])-I 

X(1 +SO)-I 

= R - ER (M + To)R + ~ 
X[-R(W+ U)R +R(M+ To) 

XR (M + To)R] + o(~). (4.13) 

Using now the definition of the scattering amplitude 
J:(p,q,k), viz. 

(4.14) 

together with (4.13) we obtain the stated expansion. 
We end this section with a corollary. 
Corollary 4.3: Assume in addition to the assumptions in 

Theorem 4.2 that 

Jj( - x) = Jj(x), 

forj = 1, .. . ,N and 

A.j (E)=I, 

(4.15) 

(4.16) 

for j = 1, .. . ,N. Then the scattering amplitude has the ex­
pansion 
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x [ -..!!:..- 8J1 - Gk(x. - xd]al 41T J 

+.£ f e-i(P-q)Xj(bj(p,q)+cj ) 
41T j= 1 

+ f e-iIPXJ-qx/)(..!!:..-8jm + Gk(xj -Xm)) 
j,l,m= 1 41T 

X(! 8ml + Gk(xm -x/))ajamal + o(~), 
(4.17) 

where in addition to the notation used in Theorem 4.2 we 
have used 

aj = (vj"jUj ), 

bj(p,q) = (vj,Rj(P,q)uj ), (4.18) 

cj = (k2/16)(vj,RjDjRjuj). 
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Extending previous results, the equation which determines the algebraically special solutions to 
the Einstein vacuum field equations is given in an arbitrary system of coordinates adapted to the 
congruence of totally null two-dimensional surfaces that these space-times possess. The action of 
the transformations which relate any pair of these coordinate systems is also given. 

I. INTRODUCTION 

By considering the analytic continuation of Einstein's 
field equations, Plebanski and Robinson I showed that all the 
vacuum solutions whose conformal curvature is algebraical­
ly special from one side (Le., the self-dual or the anti-self-dual 
part of the Weyl tensor is algebraically special) are deter­
mined by the solutions of a single second-order partial differ­
ential equation for a scalar function-the.:W'.:W' equation. By 
using the spinorial notation introduced in Ref. 2 for these 
space-times, in Ref. 3 it was shown that this reduction can be 
deduced from the Bianchi identities and the existence of a 
congruence of totally null two-dimensional surfaces. The ex­
tension of this reduction process to include some sources 
under certain restrictions was also given there. 

Integration of the.:W' .:W' equation would allow us to find 
all the algebraically special (real) solutions of the Einstein 
vacuum field equations. However, by now, the systematic 
efforts made towards this goal have not been successful. 
Nevertheless, since the metric of these space-times is given in 
terms of, essentially, a single unknown function, it has been 
possible to investigate, using this approach, some properties 
such as the Killing vectors,4 the D (k,O) Killing spinors,s and 
the massless spinor fields3

•
6 on these backgrounds. 

In the references cited above the computations were 
made in systems of coordinates--canonical coordinates­
adapted to the congruence of null surfaces already men­
tioned; however, the expression for the.:W'.:W' equation given 
there is valid in a restricted class of these coordinate systems, 
in which a lot of gauge-dependent terms vanish, simplifying, 
in a sense, the form of the equation. With that restriction 
there is still a considerable freedom in the choice of the ca­
nonical coordinates,7 but the .:W'.:W' equation imposes a 
strong condition on the unknown function. On the other 
hand, maintaining in the JY'.:W' equation all the gauge-de­
pendent terms, some parts of the unknown function can be 
accommodated in them, simplifying, in this way, the form of 
the solution (see Sec. IV). In this paper the JY'.:W' equation, 
applicable to the case of vacuum with cosmological con­
stant, is given in an arbitrary system of canonical coordi­
nates. The effect of an arbitrary change of canonical coordi­
nates is also given. 

It is also possible to avoid the use of a particular set of 
coordinates by working with covariant expressions. A proce­
dure to obtain such expressions for this kind of space-times is 

given in Ref. 8. However, in order to find explicit solutions it 
is necessary, at one point or another, to introduce coordi­
nates. The canonical coordinates, being distinguished by the 
geometry of the space-time, lead to relatively simple express­
ions. 

In Sec. II we give the expression for the metric and the 
.:W'.:W' equation in an arbitrary set of canonical coordinates. 
In Sec. III the group of coordinate transformations which 
preserve the form of the metric, and its effect on the objects 
that appear in the metric, is given. We use throughout the 
spinorial notation with the conventions tPA = EAB ~, 
~ = tP A ~B for all the spinorial indices and similarly for the 
dotted ones. 

II. THE :¥:¥ EQUATION 

For any algebraically special solution of the Einstein 
vacuum field equations one can find, locally, coordinate 
functions r/, ~ such that the metric has the form 1.3 

dr = - !8'Ak ® ~k, (2.1a) 

where 

g2A = - v"l<P -2 dr/, (2.1b) 

glA = _ V2(dpA _ QAk dqk)' 

Then, from Einstein's equations, it follows that tP and QAk 
are given in terms of some arbitrary functions of r/ only and 
a single function which has to satisfy a second-order partial 
differential equation with quadratic nonlinearities, the so­
called hyperheavenly, or .:W'.:W', equation. In particular, the 
function tP is given by 

tP=~~+~ ~~ 
where JA and K are functions of r/ only. In Refs. 1-3 two 
possible cases were distinguished, called case I and case II 
according to whether JA is zero or not. There, using the 
available freedom in choosing the coordinates q A ,pA, in case 
I, K was made equal to 1 and, in case II, JA and K were made 
constant. This leads to a simplification in the computations 
but restricts the coordinate transformations which maintain 
the metric and the .:W' .:W' equation form-invariant. 

Here we will eliminate the above-mentioned restriction 
treating the case of vacuum with cosmological constant. We 
will make use of the general expressions given in Ref. 3, pre­
senting the cases I and II separately. 
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A.Casel 

Taking G;,. equal to zero and R = - 4A in Eqs. (3.9b) 
and (3.26) of Ref. 3 we get 

Q;"B = - a;,. aBe - ~K-L(;"PBI + (A /3)K- 2P;"PB' (2.3) 

wherea;,. = a/a~, eis some function, L;,. = L;,.(t/), and A 
is the cosmological constant. Then, by a procedure analo­
gous to that followed in Ref. 3, we find that the Einstein 
equations reduce to 9 

!(aAaBe)aA aBe-aAe,;,. -K-LAaAe+·h,(K-LA~)2 
+ ~K-LApB aA aBe - fIc-2(K4LA),B~pB 

-(A/3}K-2~~aA aBe+AK-2~aAe-e) 

+ (In K),;,.aAe + !K-1K';"B~pB = K-(NA~ + r), 
(2.4) 

where,;,. ==.a/art and NA and r are functions of t/ only. 

B. Case II 

With GA = 0 and R = - 4A, from Eqs. (3.9a) and 
(3.23) of Ref. 3 we obtain 

QAB = _ ;3(fA;-2aBIW + 4Kc;,CJ(AKBI 

- 2¢JK C J ~1:K B I + [p;3 + A /6 + ;K C J 1:J b 
_JC;,c]KAK B, (2.5) 

where KA is a spinor such that K A JA = 1, W is some func­
tion and p = p(t/). Then, by using repeatedly the identity 

KAJB -KBJA =~i, (2.6) 

after a lengthy computation along the lines indicated in Refs. 
2 and 3 we find that the Einstein vacuum field equations 
require9 

!;4(aA;-2 aBW)aA;-2 aB W - ;-1 aAW,A 

- (A/6)¢1-1 a~a~ W _p;4 a~;-l a~;-lw 

+ !1][1]J A - (; + K)KA ]p,;,. + (;-lJA;,A 

+KAJB,;,.JB)a~ a~w 
- 2(2¢J-1KA;,;,. + KAJB ,AKB)JC ac a~ W 

- 2¢J- 1K AJB ,;,.JB a~ W 

-;-lKAJB,;,.KBJcaCW- ~;-lK;"KB;,AB 

- ;-lKAKB ';";B - 2¢J- 1K A ,AKB;,B 

+ (A /6)¢1-1KAKB ,;,.KB - p(21]2K AJB ,;,.JB 

- !1]2 J A ,A +;K A1],A + ;1]K A,;,. + y<: A,B~pB) 

= NA~ + r, (2.7) 

w.here a~==KA aA,1]==K ApA and NA and r are functions of 
if only. 

III. COORDINATE TRANSFORMATIONS 

In place of the coordinates rt, any other pair of inde­
pendent functions q,A = q,A (~) can be used. Therefore the 
matrix (TAB)=(aq,A /a~) must be nonsingular. Simulta­
neously, the function; can be replaced by;' =p-1/2;, 
wherep is a nonvanishing function of rt only. Then, in order 
to maintain the metric form-invariant, the new "longitudi­
nal" coordinates p,A must be given by 
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p,A= _p-1Tii1ApB+uA, (3.1, 

where ( T -lAB) denotes the inverse matrix of ( TAB) and uA 
are arbitrary functions of rt only and 

Q,AB =p-1T E 1AT ii 1BQCb _ T -lC(Aap,BI/aqC. 

(3.2) 

Writing; , = J ~p'A + K' [see Eq. (2.2)], in view of (3.1) 
we have 

P - _p1/2T· BJ. A - A B, 

(3.3) 
K' =p-1/2K+p1/2TABJBuA. 

We shall now list the transformation properties of the other 
objects introduced in the integration of the field equations. 

A.Casel 

Expressing Q 'AB in terms ofpriroed quantities as in Eq. 
(2.3) and using Eqs. (3.1)-(3.3) (with J;,. = 0) we obtain 

K'2L ~ = T- 1B
A [K-LB - (lnp3/2T),B] + APK-2UA' 

(3.4) 

p2T2e' =p-1e+ ip-1TA-b1TbB,C~pBpC 

- v..PK-2(TABUAPB)2 + !TCAUC'B~pB 
- ~TCAUc[ K-LB - (lnp3/2T),B ]~pB 
+ aA~ + b, (3.5) 

where T==.det(TAB) and aA and b are functions of rt only. 

B. Case II 

Taking K~ =p-1I2T-1BAKB [cf. Eq. (3.3)] and ex­
pressing Q~B in a form analogous to (2.5), from Eqs. (3.1) 
and (3.2) we get 

p' = p3/2p, 

T 2 W' 

(3.6) 

=p-5/2W + a;3 + !p-5/2(KATBAJcT-1bB,CJb 

+ !p-1JAp';")1]2 + !p-7/2K Ap';"1]; 

- !p-5/2(; + K)KATB;,.KcT-1bB,cPb 

+p-3/2(2K AUB,A TBCJ C - !JAUB,A TBcKc 

- P -2KK Ap,A - p-1KJ ATBA K cT -lbB,cKb )1] 

- !p-3/2TA
BpBK cUA,C + b, (3.7) 

where a and b are arbitrary functions of t/ only. 
In case II, due to the ambiguity in the definition of K A , 

there exists an additional transformation available. If K' A 

also satisfies the condition K'A JA = 1, then 
K'A = KA + ;JA, where; is afunctionofrt only. Since this 
transformation does not involve a change of coordinates, 
QAB remains invariant. Writing QAB in Eq. (2.5) in terms of 
K 'A and a function W', with the other objects unchanged, we 
find 

W' = W + lb'p;3(;;- 21]) - U;3JAJB ,;,.JB 
+ ;2(K AJB ,;,.JB + 2JAJB ,;,.KB) + 2;K AJB ,;,.KB ];2 

- 2;;KA;,;,. - ~2¢1JA;,A 

+ ; (JA;,A + ¢1JAJB ,;,.KB)1] 

+ !;JAJ B,AJB1]2 - (A /12);(;;- 21]) + a;3 + b, 
(3.8) 
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where a and b are functions of r/ only. 

IV. CONCLUSIONS 

The form of the .JY'.JY' equation given here is invariant 
under the full group of coordinate transformations which 
maintain the metric (2.1) form-invariant. By specializing to 
particular cases, the action of this group can be used to sim­
plify the equations as convenient. 

An example of the simplification which can be obtained 
by allowing JA and K to depend on r/ is provided by the type 
N vacuum metric lO 

d~ = 2r(d; - ! dt )(dt -I dt ) 

+ 2 dt[ dr + (r/2)((; + I~ )dt ], (4.1) 

where! = !(;,t) is an arbitrary complex function. By using 
the procedure outlined in Ref. 3, the metric (4.1) can be 
brought to the form (2.1). A natural choice of the canonical 
coordinates is given by qi = -;, qi = t, pi = 1/r + it, 
pi = _;. Taking 4> = 1/r, from Eq. (2.2) we have, Ji = 1, 
Ji =f, K = O. Then, choosing Ki = 0, Ki = - 1, we find 
JL =Oand 

pi 

1 J- - i 3 i 2 W= - "2 !(s,q )ds+ 4filp). (4.2) 

On the other hand, in a system of canonical coordinates in 
which JA = const, the function W takes a very involved 
form. 

The self-dual part of the Weyl tensor of the metric (2.1) 
is algebraically special, while the spinorial components of 
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the anti·self-dual part with respect to the tetrad (2.1b) are 
given by 

3 -CAiJeb = 4> aA aiJ ae ab W, (4.3) 

where W = K-1e in case I and W = W - (p./4) 4> 27]2 in case 
II. Ifwe require the spinor (4.3) to be also algebraically spe­
cial, which is necessary for a real solution, then this restric­
tion gives additional information concerning the form of W 
(see Ref. 11). 
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Magnetic generalization of the Kerr-Newman metric 
Alberto Garcfa Ofaza) 
Departamento de Fisica, Centro de Investigacion y de Estudios Avanzados delIPN, Apartado Postal 14-740, 
07000 Mexico D. F., Mexico 

(Received 6 March 1984; accepted for publication 15 June 1984) 

The exact expression ofthe magnetized Kerr-Newman metric is presented. The obtained solution 
possesses five continuous arbitrary parameters; mass, angular momentum, electric charge, and 
electric and magnetic field parameters. 

I. INTRODUCTION 

The main purpose of the present work is to give the 
exact form of a magnetized Kerr-Newman (KN) metric, ex­
tending in this way the results concerning Kerr-Newman 
black holes in a magnetic universe. I

•
2 In the paper by Ernst 

and Wild (Ref. 1), which will be referred to as I, there were 
presented the exact forms of the electromagnetic field and 
metrical corrections up to the first order in the magnetic 
parameter for a magnetic KN field. We succeeded in inte­
grating the whole problem, obtaining the general solution in 
terms of rational functions. Moreover, by canceling out the 
"proper" charge in our solution one arrives at the right 
expression of the magnetized Kerr metric. 

We start our study from the KN metric given in the 
form 

g =..1 /Pdp2 +..1 /Qdq2 + j- IPQdT 2 

-f[dl/J+ WdT]2, 

where the structural functions are 

..1 = q2 + p2, P = a2 _ p2, Q = a2 + e2 _ 2mq + q2, 

(1) 

j= _..1 -lAP: = -..1 -1[(a2 +q2)2_PQ]P, (2) 

W= -A -1[a2 + q2 _ Q ]a2. 

The complex Ernst potentials f/J and E for the given 
metric are 

af/J = e(a2 - ipq)/(q + ip), 

a2 ff = a2j _ (e2 /..1 ) (a4 + p2q2) (3) 

+ 2i{mp[p 2,j -I + (3a2 _ p2)] _ e2pqP,j -I}. 

Executing in the above expressions the coordinate 
transformations 

p = a cos 0, q = r, l/J = l/J, T-+Ta- I
, (4) 

one arrives just at the starting KN metric of I, with coordi­
nates ! T, r, 0, l/J) running the values: - 00 < T < 00, 

0< r < 00, 0..;;0..;; 1T, O..;;l/J..;;21T. Furthermore, one obtains, ap­
plying (4) to (3), the potentials f/J and E given in I [see also Ref. 
2, formulas (5.1) and (5.2)]. The orthonormal components of 

aJ Also at Seccion de Graduados, Escuela Superior de Ingenieria Mecanica y 
Electrica del lPN, Mexico D. F., Mexico. 

the electromagnetic field for a locally nonrotating observer 
are derivable from Eqs. (1.14) ofI, namely, 

Hr + iEr = (A 1/2 sin 0 ) - I af/J , 
ae 

He + iEe = - (A 1/2 sin 0 ) - IQ at!> . 
ar 

(5) 

II. THE MAGNETIZED KN METRIC 

To determine the magnetic generalization of a given 
solution, one accomplishes the Harrison transformations3 

f/J'= 1fI-1[f/J + (E +iB)ff], ff'= IfI-Iff, (6) 

with 

1fI= 1-2(E-iB)f/J-off, O:=E2+B2, (7) 

where the constants E and B are the additional electric and 
magnetic field parameters. In the studied case, the resulting 
metric has the form 

g = 11fI12{(,j /P)dp2 + (..1 /Q)dq2 + j- IPQdT2} 

-11fI1-2f[dl/J + W' dT]2, (8) 

with the function W I constrained to the equation 

dW' = 11fI12 dW + (i,j /AP)[Pdq( IfIW,p - WIfI,p) 

(9) 

Note that the common denominator of this equation isA 2 P 2. 

Thus, the sought solution ought to be of the form Ct) = X / AP, 
with X being a polynominal in p and q. 

The general solution of Eq. (9) can be given as 

W' = W +A -1{4BepQa - 4Eeq(02 + q2)a 

+ 3&2[a4 _ q4 + (a2 + p2)Q] 

+ 48BeSa- 1 - 48EeMa- 1 + o2Na-2}, (to) 

where the polynomials S, M, and N are 

S = a2( 402 + 3e2)pq2 + (302 _ p2)qjJ 

+ a4 (a2 + p2)p + e2p[a4 + (202 + e2)p2] 

_ 2mp[a2(a2 + p2)q + e2p2q + (3a2 _ p2)q3], 

M = m{a4(2a2 + 3p2) _ 302(a2 _ 3p2)q2 _ (a2 _ 2p2)q4 

_ a2(2mq _ e2) (a2 + 3p2)} + e2q(2a4 _ 3a2p2 

_ p2q2) + a4(a2 .!.. 3p2)q _ (a2 + p2)q5 _ 402p2q3, 

155 J. Math. Phys. 26 (1), January 1985 0022-2488/85/010155-02$02.50 @ 1985 American Institute of Physics 155 



                                                                                                                                    

N = 2m2a2{a2[2a4 + 5a2p2 + 2p4] 

+ e2[a4 + 5a2p2 + 2p4]} 

156 

+ (a2 + e2)p2[a6 + e2a2(2a2 + p2) + e~2] 
+ 2mq{a4[2a4 _ 7a2p2 _ 3p4] 

_ 2m2a2[a4 + 5a2p2 + 2p4] 

+ e2[ 4a2(a4 _ 2a2p2 _ p4) _ e2p4]} 

_ 2m2a2q2(7a4 _ 17a2p2 _ 8p4) + a6q2(a2 + p2) 

+ 2e2q2[a2(a4 + 4a2p2 _ p4) + e2p2(3a2 _ p2)] 

_ 4mq3 [a6 + 6aj/ + a2p4 + 2e2p2 (3a2 _ p2) ] 

_ 2m2q4[a4 _ 12a2p2 + 2p4] + a6q4 

+ e2q4 [a4 + 6a2p2 _ 3p4] 

_ 2mq5[3a4 + 6a2p2 _ p4]. 

J. Math. Phys., Vol. 26, No.1, January 1985 

(11) 

Comparing our results for W' with formulas (2.4) an 
(5.2) of!, we observe that there is no reason to include in the 
denominator of W' of! the factor (,-2 + a2

). The same com­
ment applies for the W' ofthe magnetic Kerr metric shown 
in 1. One arrives at the right expression for the magnetized 
Kerr metric simply by setting the charge e equal to zero in 
the metric structure presented here. 
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An effective algorithm for obtaining polynomials for dimer statistics. 
Application of operator technique on the topological index to two- and three­
dimensional rectangular and torus lattices 
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Recursion formulas on the numbers of ways for placing an arbitrary number of indistinguishable 
dumbbells on the various rectangular lattice spaces (3Xn, 4Xn) and torus spaces (2xn, 3Xn, 
2 X 2 X n) were obtained by the use of the operator technique to the counting polynomial on the 
topological characteristics (e.g., nonadjacent number, Kekule number, and topological index). 
Perfect matching numbers or Kekule numbers were also obtained for larger lattices such as the 
4 X n torus and the 2 X 3 X n lattice. By deriving these new results the utility of the proposed 
method for dimer statistics is demonstrated and some of their mathematical features are 
discussed. 

I. INTRODUCTION 

Enumeration of the number of ways for placing indis­
tinguishable dumbbells on various periodic lattice spaces has 
a key role in solving various statistical problems, e.g., ad­
sorption of diatomic molecules on a crystalline surface, mag­
netic properties of antiferromagnetic metals, stability of ion­
ic crystals,l,4 etc. Enumeration of the number of the Kekule 
structures for aromatic hydrocarbons is mathematically 
equivalent to this problem,5,6 but in this paper we are con­
cerned only with the dimer statistics of rectangular lattices. 
An analytical solution was obtained by Temperley and Fish­
er7 and by Kasteleyn8 for the complete coverage of dimers to 
a two-dimensional n X m square lattice, while the solution 
for imperfect matching (covering) was obtained only for very 
limited cases of 1 X n and 2 X n lattices by McQuistan and 
Lichtman.9 The only known solution for the three-dimen­
sionallattice was obtained by Hock and McQuistan for the 
2 X 2 X n lattice. 10 

However, their method turns out to be very tedious and 
difficult for applying to larger lattices even of two-dimen­
sional cases. From a quite different standpoint the present 
authors have developed a systematic method for counting 
various characteristic quantities of graphs, such as the non­
adjacent number p( G,k ), Z-counting polynomial Qo (x), and 
topological index Zo 11 for the study of electronicI2

,13 and 
thermodynamicl4,15 properties of and for characterizationl6 

of hydrocarbon molecules. The recursion formulas for these 
quantities are found to be obtained easily by the use of the 
operator technique also proposed by the present authors. 17 

In the present paper this enumeration technique is ap­
plied to the dimer statistics to get further results on the num­
ber of ways for the complete and incomplete covering of 
several two-dimensional rectangular and torus lattices and 
preliminary results on three-dimensional lattices. 18 Interest­
ing mathematical relations among the recursion formulas of 
this family oflattices are found and discussed. No thermody­
namic treatment which should follow these results is ex­
panded in this paper. 

a) Present address: Japan Association for International Chemical Informa­
tion, Bunkyo-ku, Tokyo 113, Japan. 

II. DURAL GRAPH, POL YOMINO, AND POLYCUBE 

Instead of treating the rectangular lattice spaces for the 
dimer statistics we will be concerned with their dual 
graphs,4,19 which are obtained by transforming the adjacen­
cy relation of the cells into that of points through lines as 
shown in Fig. 1. A graph G is composed of points and lines, 
the latter of which must be defined by a pair of the former.2o 

We are concerned with connected nondirected graphs with­
out any loop and multiple lines, and particularly with polyo­
mino graphs,21 or square animals.22 The problem of arrang­
ing indistinguishable dumbbells on an n X m rectangular 
lattice space is then transformed into the matching problem 
(vide infra) on the lines of the dual graph of(n - I)X(m - 1) 
lattice. The dual of a three-dimensional rectangular lattice 
space of an n X m X I polycube is also a three-dimensional 
(n - I)X(m - I)X(I- 1) polycube graph. 

III. DEFINITIONS OF NONADJACENT NUMBER, Z­
COUNTING POLYNOMIAL, AND TOPOLOGICAL 
INDEX11 

Define a nonadjacent number p(G,k) as the number of 
ways for choosing k disconnected lines from G, withp(G,O) 
being taken as unity. The Z-counting polynomial Qo(x) is 
defined as the equation 

m 

Qo(x) = L p(G,k )xk, 
k=O 

(1) 

where m is the maximum number of k. For G with an even 
number N = 2m of points let us denote p( G,m) as K (G) and 

- co or [D 

FIG. 1. Representation of the placement of indistinguishable dumbbells on 
two- and three-dimensional rectangular lattice spaces in terms of dual 
graphs. Perfect matching patterns are given as examples. 
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TABLE I. The Z-counting polynomial and the topological index of the path graphs. 

p(G,k)" 
N G ZG(FN)b 

k=O 2 3 4 

0 0 
0 

2 ~ 2 

3 /'0 2 3 

4 ~ 3 5 

5 ~ 4 3 8 

6 ~ 5 6 13 

7 ~ 6 10 4 21 

8 ~ 7 15 10 34 

aQG(X) can be obtained from Eq. (1). 
bThe ZG values for this series of graphs form the well-known Fibonacci series (F.], such thatF. = F._ I + F._2 with Fo = FI = 1. 

call it the perfect matching number or Kekule number. The 
topological index ZG is the sum ofthep(G,k) numbers, or 

m 

ZG = LP(G,k) = QG(l). (2) 
k=O 

In Tables I-III are given some examples ofthe p( G,k )'S 
and Z-values for typical smaller graphs relevant to the dimer 
statistics. 

TABLE II. The Z-counting polynomial and the topological index of the 
path graphs. 

N 

3 

4 

5 

6 

7 

8 

G 

L 
o 
o 
o 
o 
o 

k=O 

p(G,k) 
ZG(LNl" 

2 3 4 

3 4 

4 2 7 

5 5 11 

6 9 2 18 

7 14 7 29 

8 20 16 2 47 

aThe ZG values for this series of graphs form the well-known Lucas series 

( L N ], with the same recursion formula as F N but with different initial 
condition, Lo = 2 and L, = 1. 
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The p(G,k) numbers for the linear polyomino graphs in 
Table III represent the number of ways for the incomplete 
and complete covering of k dumbbells on a 2 X n rectangular 
lattice as derived by McQuistan and Lichtman,9 and the 
QG(x) polynomial is equivalent to the/NIx) defined as Eq. (3) 
in Ref. 10. 

The graph-theoretical quantities can be applied to a 
number of chemical and physical problems. 11-17,19 Here, for 
dimer statistics several recursion formulas and the operator 
technique for obtaining these characteristic quantities of 
larger networks will be introduced. 

IV. COMPOSITION PRINCIPLES FOR THE 
CHARACTERISTIC QUANTITIES 

To get the characteristic quantities for larger graphs the 
use of several composition principles is inevitable. By using 
them, useful recursion formulas can be obtained for certain 

TABLE III. The Z-counting polynomial and the topological index of the 
linear polyomino graphs (2 X n lattices). 

p(G,k) 
G 

2 3 4 5 6 

o 4 2 7 

IT] 7 11 3 22 

DTI 10 29 26 5 71 

13 56 94 56 8 228 

16 92 234 263 114 13 733 
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series of graphs that grow regularly. Choose any line I from 
G. and let the subgraphs G-I and Gel be. respectively. de­
fined as those obtained from G by deleting only I (retaining 
both the end points) and by deleting I together with all the 
lines adjacent to I (see Fig. 2). Thep(G.k) number is the sum 
of the contributions of I-exclusive choice and I-inclusive 
choice as expressed by the following composition principle 
(I): 

p(G.k) = pIG -I.k) + p(GeI.k - 1). 
l-exclusive l~inclusive 

(3) 

The argument k - 1 in the second term comes from the 
fact that one line has already been chosen on I and the rest of 
the k - 1 disconnected lines are to be chosen from the graph 
Gel. Accordingly QG(x) and ZG recur as 

QG(x) = QG-I +XQGe/(X). (4) 

ZG =ZG_I +ZGe/' (5) 
Note the factor x in the second term ofEq. (4). 

Choose any point p from G and divide the lines {Ip I 
incident to p into two groups {I; I and {I! I so that {I; I 
n{l;1 =0 and 1/;1 + I/!I = I/pl. where a pair of vertical 
lines indicate the number of the elements in them (see Fig. 3). 
Let us define the subgraphs G - {I; I. G - {I! I. and Gep 
as in Fig. 3. Ifp(G - {l; I.k )andp(G - (l! I.k ) are added to 
obtain the p(G,k) value. we would overcount by p(Gep.k) 
ways. and thus we have the composition principle (II) as 

p(G.k)=p(G- (l;},k)+p(G- (l!I.k)-p(Gep.k). (6) 

(7) 

(S) 

In order to apply this p(G.k ) counting method to larger 
networks one needs to have jumbo composition principles 
which would be especially useful for G with high symmetry. 
Let us choose a set oflines (/1./2 •••• ,1,,) from G (see Fig. 4). By 
repeating similar arguments as above one can derive the fol­
lowing jumbo composition principle (III): 

" p(G.k) =p(G - (11 + 12 + ... + I,,).k) + LP(GeI;ok - 1) 
i 

" , 
- L p(Ge(li + Ij ).k - 2) 

;<} 

" , 
+ L p(Ge(li + Ij + Ik).k - 3) + ...• (9) 

i<j<k 

G G-l 

FIG. 2. Composition principle (I). See Eqs. (3H5). 
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G G-tI"p1 G-II~I GeP 

FIG. 3. Composition principle (II). See Eqs. (6H8). 

" 
QG(X) = QG_(/,+/,+ ... I.)(X) +XLQG9I,(X) 

" , 
- x2L QG€J(I, + IJ) (x) 

i<j 

" , 

i 

+ X3 L QG€J(I, + IJ + Ik )(x) - ..•• 
i<j<k 

" 
ZG = ZG_(/, +1,+ ... +1.) + LZGeI, 

i 

n , n , 

(10) 

- L ZG€J(I,+IJ) + L ZG€J(I,+IJ+lk)' (11) 
i<j i<j<k 

The primes attached to the double summations mean that 
the summation is to be taken only for disjoint sets of Ii ·s. An 
example of using the composition principle (III) is given in 
Fig. 5 for the cube graph. where two alternative choices of 
the set of Ii's give the equivalent results. 

A computer program making use of these composition 
principles has been coded into a HIT AC M-2S0H computer 
of the University of Tokyo. The topological quantities of the 
lower members of the rectangular lattices and tori were cal­
culated by this program while for those of the higher 
members the recursion formulas obtained in this study were 
used through the formula transformation language REDUCE 

implemented in the same computer. 

V. OPERATOR TECHNIQUE FOR RECURSION 
FORMULA17 

Let us demonstrate with an example the utility of the 
operator technique for obtaining the recursion formula of 
the counting polynomial. We are going to obtain the recur­
sion formula of the QG(x) for the linear polyomino graphs. or 
2 X n rectangular lattices. By a successive application of (I) to 
the 2 X n latticeA" and to the group of its subgraphs in Fig. 6 
we can get a set of four simultaneous recursion formulas 

- t (11 +. ~ t'Y\ _ ... 
i<j ~ I<J<k '-.)-.J 

FIG. 4. Composition principle (III). See Eqs. (9Hll). 
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-C" 
-(C" -xCn _ 1 ) 

+C" 

where A", etc., represent the corresponding Z-counting 
polynomials for graph A", etc."" 

Define a stepup operator 0 such that 
A 

OF" _ 1 = F" (F = A,B,C,D ), 

and we get a set of four simultaneous linear equations 

!
(O~X)A, 

OAn 

xA n 

-xDn 

=0, 

=0, 

=0, 

=0. 

(13) 

(14) 

In order to have nontrivial solutions of IF,,} for Eq. (14) the 
coefficient determinant should be zero, namely, 

A 

O-x -1 0 0 
A A 

0 0 -0 -x =0. 
(15) A A 

0 0 -to-x) 0 
x 0 1 -1 

Expansion of this determinant gives the following operator 
polynomial: 

0 3-(1 +2x)02_XO+X3=0 (2Xn), (16) 

which, on application toA n _ 3' leads to the desired recursion 
formula of the Z-counting polynomial, 

An (x) = (1 + 2x)A,,_ dx) +xAn _ 2(x) - x 3A,,_3(x) 

(2Xn), (17) 
which includes the recursion relation of the component 
p(G,k) numbers, 

p(A",k) 
=p(An_ tok)+2p(A,,_I,k-I)+p(A,,_2,k-1) 

160 

-p(An_3,k-3) (2Xn), (18) 

1 + 8x + 16x2 

+ 8x3 + X4 

1 + 7x + III 
+ 3x3 

1 + 4x + 2X2 
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I 

=0, 

=0, 

=0, 

=0, 

(12) 

as obtained by McQuistan and Lichtman.9
•
23 The Q polyno­

mials of higher members of linear polyomino graphs can 
successively be obtained by using Eq. (17) or Eq. (18) with the 
lower three members of A" given in Table III as the initial 
condition. Equation ( 17) is more practical than Eq. ( 18), since 
the former yields a whole set of p( G,k ) components by a sin­
gle calculation. 

Note that in some cases not all the series of the related 
graphs have the same recursion relation. For example, al­
though the majority of the Q polynomials for the series of 
graphs derived from the 2 X n lattice, such as 

I I I I I 
recurs according to Eq. (16) or (17) asAn - Dn in Fig. 6, the 
graph 

is found to recur according to 

An(x) = (1 + x)A" _ dx) + 2x(1 + x)An_2(X) 

+x2(1 -x)An_3(X) -x4A,,_4(x) (2Xn). 
(19) 

The torus 2 X n obtained by joining the both ends of the 
2Xn lattice is also found to obey Eq. (19). Note also the fact 
that Eqs. (17) and (19) are related to each other through the 
operator relation 

0 4 - (1 +X)03 - 2x(1 +X)02 -x2(I-x)0+x4 
A.. "'" A A 

= (0+X){03 - (1 + 2x)02 _XO+X3}, 

which reveals an interesting algebraic structure of the set of 
the recursion formulas of the Z-counting polynomial for the 
rectangular lattice, its torus, and subgraphs. 

The recursion formulas of the Kehule number, 
K (G) = p(G,N /2), or the perfect matching number, for the 

1 + 4x + 2X2 

/ 

/ 
1 + x 1 

FIG. 5. Examples of composition princi­
ple (III) as applied to the cube graph. See 
Eq. (10). (a) Four lines of the inner square 
and (b) four lines connecting the inner 
and outer squares are, respectively, cho­
sen as the sets of l, 's to be deleted. 
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y 

I I I I .. · I I I .. · [II .. 
An = Bn-1 + xAn-t 

y 

] I I··· [IT .. iF 
Bn = Cn + XOn_1 

y 

SIT·· [II .. LT·· 
An + xCn_1 

y 

IT·· --.IT .. IT·· 
On = Cn + xAn 

FIG. 6. Simultaneous recursion formulas obtained by decomposing the 
2 X n lattice. The v mark represents the nth column of each subgraph. The 
bold line indicates the line to be deleted for applying the composition princi­
ples. 

2 X n lattice and its torus can be obtained similarly by the use 
of the operator technique. The results are as follows: 

K(2Xn) =Kn =Kn_ 1 +Kn_ 2 , (20) 

K( 2Xn)=K- =K-+2K--K---K-. n n-l n-2 n-3 n-4 

(21) 

These two recursion formulas are found to be related to each 
other again through 

(0-1)(0 2-0-1)=04-03-20 2+0+ 1. 

In Table IV are listed the coefficients of the Z-counting poly­
nomials and the Kekule numbers for the 2 X n torus. The 
topological index ZG for these graphs recurs as 

Zn =3Zn_ 1 +Zn_2 -Zn_3 (2Xn), (22) 

Z,; =2Z n_ 1 +4Zn_ 2 -Zn_4 (2Xn), (23) 

which can be obtained by putting x = 1 into Eqs. (17) and 
(19), respectively. 

VI. APPLICATION TO OTHER LATTICES 

A. 3 X n lattice 

Let a 3 X n and its Z-counting polynomial be denoted 
again asAn.1f one applies the composition principle (I) toAn 

successively, there are obtained a number of subgraphs 
which also form series of graphs with the same recursion 
relation as An. Among them the three series of graphs were 
found to be important for deriving the recursion relations of 
the whole system. They are shown in Fig. 7 and denoted as 
Bn, en' andDn· 

First choose An' delete one of the bold lines as depicted 
in Fig. 7, apply (I), and continue this process until we get the 
recursion relations involving only the A, B, e, and D series. 
By taking similar procedures for Bn, en' and Dn we get the 
following set of four simultaneous recursion formulas: 

(An -xAn_ tl- (Bn_ 1 +x2Bn_ 2) -xen_ 2 = 0, 

(1 + x)An +x2An_ 1 - (Bn -xBn_ 1 

-x3Bn_2)+xDn_1 =0, 

(2x+x2)An +(I+x)Bn +x2Bn_ 1 -en +x2Dn_ 1 =0, 

(An +x2An_.) + 2xBn_ 1 -(Dn -x3Dn_ 2)=0. 

(24) 
According to the operator technique the following se­

cular determinant is expand~ into the polynomial with re­
spect to the stepup operator 0: 

02_XO -(O+xl) -x 0 

(l+x)02+xlO _(02-xO-r) 0 xO 

(lx +xl)O (1 +x)O+xl - 0 xl 
02+xlO lxO 0 -(02-r) 

= - 0 {06 - (1 + 3x)OS -x(2 + 7x + 5X2)04 

_ x2(1 + x - 2x2)0 3 + x4(2 + 3x + 5x2)0 2 

- x6(1 - x)O - x 9 J = O. (25) 
Then by applying the operator in the curly brackets of Eq. 
(25) toAn -6 we get the recursion formula of An, 

A" (x) = (1 + 3x)An _ I (x) + x(2 + 7x + 5x2)An _ 2 (X) 

+ x2(1 + X - 2x2)An _ 3 (X) 

-x4(2 + 3x + 5x2)An_4(X) +x6(I-x)An_s(x) 

+x9A,,_6(x) (3Xn), (26) 

which on substitution of x = 1 yields the recursion formula 
of the topological index Zn (= Z3Xn) of An as 

TABLE IV. The Z-counting polynomial and the topological index of the 2 X n torus. 
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k 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

n=2 3 4 5 

1 1 1 1 
6 9 12 15 
5 18 42 75 

4 44 145 
9 95 

11 

12 32 108 342 
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6 7 

1 1 
18 21 

117 168 
336 644 
420 1225 
192 1085 
20 371 

29 

1104 3544 

p(G,k) 

8 9 10 11 12 

1 1 1 1 1 
24 27 30 33 36 

228 297 375 462 558 
1096 1719 2540 3586 4884 
2834 5652 10 165 16940 26625 
3880 10656 24626 50380 94128 
2588 11 097 35645 94457 218 124 

696 5823 29380 108933 327840 
49 1278 12535 73238 309 828 

76 2310 26070 173984 
125 4125 52752 

199 7296 
324 

11396 36626 117732 378424 1216380 
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v 

Em = Bn-1 + xAn_1 + X2 Bn-2 

+ X Cn-2 An 
v 

cfEE = (1+xlAn + x Bn-1 + XOn-1 

+ x2An_1 + x3 Bn-2 Bn 
v 

off = Bn + xAn + X2On_1 

+x(1+x)An + x2Bn_1 + xBn Cn 
v 

JH = An + XBn_1 + xBn-1 
+ x2 An_1 + X3On_2 On 

FIG. 7. Simultaneous recursion formulas obtained by decomposing the 
3 X n lattice. See the caption of Fig. 6. 

Zn =4Zn _ 1 + 14Zn_ 2 - lOZn_4 +Zn_6 (3Xn). 
(27) 

For graph An with even n the perfect matching number 
K 2n =K(3x2n) =p(A2n,3n) can be shown to recur as 

K 2n =4K2n _ 2 -K2n - 4 (3x2n), (28) 

which has already been derived by Klamer and Pollack24
•
25 

and also by Read26 together with the results of other higher 
members. The coefficients of An (x), K 2n , and Zn for the 
smaller members of this series of graphs are given in Table V. 

B. 4 X n lattice 

Quite similarly we can get a set of recursion formulas 
for the Z-counting polynomials of the 4 X n lattice (again 
denoted as An) and its subgraphs as shown in Fig. 8: 

An =Bn- 1 +xCn_ 1 , 

Bn =Dn +xEn, 

(29) 

(30) 

Cn =An +2xFn_ 1 +x2Gn_ p (31) 

Dn =En +xHn_ 1 + (x+X2)In_l +X2Jn_ 2, (32) 

En = (1 +x)An + (x +X2)En_l +xFn_ 1 +x2Hn_2' 
(33) 

Fn =xAn +En +x2Fn_ 1 +xIn_ 1 +x2Jn_2> (34) 

Gn =(1 +x)An +X2Cn_ 1 +2xEn_ 1 +2x2H n_ 2, 
(35) 

Hn =x2An +x3E n_ 1 + (1 +x)Fn 

+xGn +x4H n_ 2 +xKn, (36) 

In = (2x +x2)An +(1 +x)En +x2E n_ 1 

+rFn_ 1 +x3H n_ 2, (37) 

I n = (2x + x 2)Fn + x 2G" + (1 + x)Hn + x2Kn, (38) 

Kn =An +xEn_ 1 +xFn_ 1 +x2Hn_2 +x2K"_I' 
(39) 

By combining Eqs. (36) and (39) theK terms can be deleted as 

(x +X2)A" _x4A,,_1 + (x2 -X3)E"_1 -x5E n_ 2 

+ (1 +x)F" _x3F"_1 +xGn 

-X3G,,_1 -Hn +x2H n_ 1 

+ (x3 + X4 )H"_2 -x6H n_ 3 = O. (40) 

The C terms can be deleted from Eqs. (31) and (35) as 

(1 + x)An +x2A n_ 1 + 2xEn_ 1 + 2x3Fn_ 2 - Gn 

+X4Gn_ 2 +2x2H n_ 2 =0. (41) 

The I and J terms can be deleted from Eq. (34) by the aid of 
Eqs. (36)-(38) to give 

xA n + (2x2 +X3 )An_1 -x5A n_ 2 + En + (x + x 2)En_ 1 

+xlEn_ 2 -x6E n_ 3 -Fn +x2Fn_ 1 + 2x3Fn_ 2 

+ (x2 + 2x3)Hn_2 +x4H n_ 3 -x7H n_ 4 =0. (42) 

TheD, I, andJ terms can be deleted from Eq. (32) by combin­
ing Eqs. (29)-(31) and (36)-(39) to give 
An -xAn_ 1 - (2x2 + 3x3 +X4 )An_2 

+x5A n_ 3 -(1 +x)En_ 1 

- (x + 2x2 +x3)En_ 2 - (x3 +x4 )En_ 3 +x6E n_ 4 

- 2x2Fn_ 2 - (2x3 + x 4 )Fn_3 -X3Gn_ 2 - xHn_ 2 

-(x2 +2x3)Hn_3 _(x4 +x5 )Hn_4 +x7H n_ 5 =0. 
(43) 

TABLE V. The Z-counting polynomial and the topological index of the 3 X n lattice. 

k 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

n=1 2 

1 1 
2 7 

11 
3 

I I I I I 
3 22 

"The perfect matching numbers are underlined. 
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p(G,k)" 

3 4 5 

1 1 1 
12 17 22 
44 102 185 
56 267 758 
18 302 1597 

123 1670 
11 757 

106 

131 823 5096 

6 7 8 9 

1 1 1 1 
27 32 37 42 

293 426 584 767 
1654 3080 5161 8022 
5256 13 254 28191 53292 
9503 35004 99183 235800 
9401 56456 227262 708881 
4603 53588 355396 1450678 

908 27688 308330 1993990 
41 6716 165 871 1786876 

540 46801 991 849 
5580 313290 

153 48319 
2554 

31687 196785 1222550 7594361 
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Now the operator technique can be applied to the si­
multaneous recursion equations (33) and (40)-(43) to give the 
following secular determinant whose rows and columns run 
in the order of A, E, F, G, and H: 
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Anm 
B'~ 

y 

en JH 
D'~ 
FIG. 8. Simultaneous recursion formulas obtained by decomposing the 
4 X n lattice. See the caption of Fig. 6. 

This determininant can be expanded into the polynomial as 

- 0 6(0 _X2){09 - (1 + 5x + 3X2)08 

- (2x + 13x2 + 21x3 + 5X4)07 
A 

- (X2 + 4x3 _ 4X4 - 27xS - 15x6)06 

+ (3x4 + 18xS + 4lx6 + 4Ox7 + 9xS )OS 
A 

- (3x6 + 14x7 + 29x8 + 24x9 + 21x lO)04 

+ (x8 _ 6x IO _ 19x1l _ 5X12)0 3 
A + (2xll + 3X12 + 9x13 + 9X14)O 2 

+(XI4_XIS+XI6)0_XI8J =0 (4xn), (45) 

which gives the following recursion relation for An: 

An = (1 + 5x + 3x2)An _ I + (2x + 13x2 + 21x3 + 5x4)An _ 2 

+ (x2 + 4x3 - 4X4 - 27xS - 15x6)An _ 3 

- (3X4 + 18xS + 41x6 + 4Ox7 + 9x8)An_4 

+ (3x6 + 14x7 + 29x8 + 24x9 + 2lx lO)An_s 

- (x8 - 6x IO 
- 19x1l 

- 5x12)An _ 6 

- (2x ll + 3Xl2 + 9Xl3 + 9x 14)An _ 7 

- (X 14 _XiS +xI6)An_8 +xI8An_ 9 (4Xn). 

(46) 

The topological index Z" and the number of perfect 
matching K" = K (4 X n) are found to recur, respectively, as 

Zn = 9Zn_ 1 + 41Zn_ 2 - 4IZ,,_3 - 111Zn _ 4 + 91Z,,_s 

+ 29Zn_ 6 - 23Zn_ 7 - Zn_8 + Z,,_9 (4Xn) 
(47) 

K" =Kn_ 1 + 5Kn_ 2 +Kn_ 3 -Kn- 4 (4Xn) (48) 

The smaller members of the Z-counting polynomials of 4 X n 
lattices are given in Table VI. 

c. 3xn and 4xn torI! 

The m X n torus can be degraded into the m X n lattice 
and its subgraphs by applying the composition principles (1)­
(III). Considering the mathematics of the operator technique 
one can infer that the operator polynomial for a torus can be 
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TABLE VI. The Z-counting polynomial and the topological index of the 4 X n lattice. 

kn=1 2 

o 
I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 1 
3 10 
1 29 

26 
5 

5 71 

3 

1 
17 

102 
267 
302 
123 

11 

823 

4 

1 
24 

224 
1044 
2593 
3388 
2150 

552 
36 

10012 

5 

1 
31 

395 
2696 

10 769 
25835 
36771 
29580 
12 181 
2111 

95 

120465 

6 

1 
38 

615 
5566 

31 106 
111 882 
261965 
395184 
372109 
206206 
60730 
7852 

281 

1453535 

factored out by that for the parent rectangular lattice. The 
problem is then to find the quotient efficiently. First, for the 
Q polynomial A n of several consecutive members of the 3 X n 
torus the same recursion relation F, or the relation (26) for 
the 3 X n lattice was formally applied. It was then found that 
the three consecutive difference polynomials between the es­
timated and correct Q polynomials form a recursion relation 
as 

An -F(An_ 1 ,An_2,···,An_6)=Gn, 

An+l -F(An,An_l,···,An_s)=Hn, 

An+2 -F(An+ l,An, ... ,An-4) =x3Gn -xHn· 

p(G,k) 

7 

1 
45 

884 
9997 

72277 
350894 

1169511 
2689527 
4230941 
4452310 
3014229 
1232561 

274258 
27403 

781 

17525619 

Then we get 

8 

1 
52 

1202 
16332 

145356 
893980 

3906894 
12288090 
27870240 
45253920 
51741942 
40 527 972 
20847772 
6602264 
1 160 009 

93674 
2245 

211 351 945 

An+2 +xAn+ 1 - x3An 

9 

I 
59 

1569 
24914 

263818 
1970796 

10 716 696 
43 153390 

129672 547 
290890497 
484175443 
590385544 
516766986 
315084296 
128090556 
32522360 
4648352 

310 496 
6336 

2548684656 

= F(An+ 1 ,· .. ,An -4) + xF(An,· .. ,An - 5) 
- x 3F(An -p .. ·,An-6)' 

10 

1 
66 

1985 
36086 

443539 
3906352 

25493632 
125765 134 
474237944 

1373442102 
3053582362 
5184745628 
6655476596 
6359057492 
4422387941 
2169365254 

717928045 
150132840 
17898019 

1013 474 
18061 

30734932 553 

(49) 

meaning that the operator polynomial for A n is obtained by 
expanding the following product: 

A A A A A 

(0 2 + xO _X3){06 - (1 + 3X)05 -x(2 + 7x + 5X2)04 
A A 

_x2(1 +X - 2x2)03 +x4(2 + 3x + 5X2)02 
6 A 9 -x (l-x)O-x 1 

TABLE VII. The Z-counting polynomial and the topological index of the 3 X n torus. 
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k n=2 

o 
1 
1 10 
2 24 
3 12 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

Za 47 

3 

15 
69 

107 
36 

228 

4 

20 
142 
440 
588 
288 

11 

1511 

5 

25 
240 

1125 
2710 
3227 
1645 
240 

9213 
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6 

30 
363 

2290 
8139 

16446 
18 141 
9870 
2148 

108 

57536 

DIG..k;1 

7 

35 
511 

4060 
19222 
55867 
99085 

103231 
58310 
15267 
1274 

356863 

8 

40 
684 

6560 
38934 

148928 
371008 
594880 
593260 
345216 
104 688 

13 280 
392 

2217871 

9 

45 
882 

9915 
70875 

337689 
1093524 
2410 182 
3565728 
3434867 
2044 575 

689058 
112221 

6138 

13 775 700 
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10 

50 
1 105 

14250 
119270 
681 960 

2731225 
7731 110 

15419490 
21360480 
20005489 
12126350 
4439005 

873870 
73980 

1452 

85579087 
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TABLE VIII. The Z-counting polynomial and the topological index of the 4 X n torus. 

k n=2 3 4 5 6 

0 1 1 1 1 1 
1 14 21 28 35 42 
2 59 156 306 505 753 
3 82 501 1672 3910 7562 
4 29 672 4863 17725 46938 
5 285 7416 48193 187530 
6 19 5470 77405 487241 
7 1620 69510 813486 
8 121 31060 843342 
9 5360 509 542 

10 176 160 653 
11 21438 
12 725 
13 
14 
15 
16 
17 
18 

ZG 185 1655 21497 253880 3079253 

n 10 11 12 13 14 

ZG 37584 97021 290521 783511 2289869 

= 0 8 
- (1 + 2x)07 -x(3 + lOx + 6x2)06 

A A 

_x2(3 + 7X)05 +x3( - 1 + 3x + 12x2 + IOx3)04 
A A 

+x5(3 + 3x + 4X2)03 -x7(3 + 2x + 6x2)02 
A __ 

+x9(1-2x)0+x12=0 (3Xn). (50) 

This is nothing else but the recursion formula of the 3 X n 
torus, 

An = (1 + 2x)An-l +x(3 + lOx + 6x2)An_2 

+x2(3 + 7x)An_3 _x3( -1 + 3x 

+ 12x2 + IOx3)An _ 4 - r(3 + 3x + 4x2)An _ 5 

+ x7(3 + 2x + 6x2)An _ 6 

-x9(1-2x)An_7 -x12A n_ 8 (3Xn). (51) 

The recursion formula of the topological index of the 3 X n 
torus is then obtained by putting x = 1 into Eq. (51) as 

Zn = 3Zn_ 1 + 19Zn_ 2 

+ 10Zn_ 3 - 24Zn_ 4 - IOZn_ s 

+ llZn_6 +Zn_7 -Zn_8 (3xn). (52) 

The Q 's and Z 's for the lower members of3 X n torus graphs 
are given in Table VII, where the Kekule number 

Kn =K( 3xn) or the perfect matching number is under­
lined. Naturally it appears at the last term of every other 
polynomial An and the corresponding k value regularly in­
creases by 3. By picking out the coefficients ofthex3j of every 
other 0 8 - 2j term of Eq. (50) one gets the recursion polyno­
mial for Kn as 

0 8_60 6 + 100 4 -60 2+ 1 
A A A 

= (0 2 _ W(04-402+ 1) =0. 
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p(G,k) 

7 8 9 

1 1 1 
49 56 63 

1050 1396 1791 
12971 20480 30432 

102543 196986 345114 
544642 1310 136 2762766 

1985823 6193408 16105872 
4991717 21068296 69537870 
8566530 51645071 224005914 
9797963 90 500088 538378440 
7160 181 111379032 958971672 
3 118822 93487528 1248917526 

718753 51 147646 1 163887980 
69321 17004352 751691466 

1471 3063292 320964 705 
241992 84350355 

5041 12136608 
766431 

11989 

37071837 447264 801 5392866995 

15 16 17 

6323504 18241441 51026011 

A trial-and-error check shows us that the necessary and suf­
ficient recursion formula for the Kekule number of the 3 X n 
torus is 

Kn = 5Kn_ 2 - 5Kn_ 4 + K n_ 6 (3Xn). (53) 

For the 4 X n torus, however, the above-mentioned 
method was found to be inefficient, as will be inferred from 
the relatively large size of the following recursion relation of 
the Kekule number of the 4 X n torus: 

Kn =Kn_ 1 + 13Kn_ 2 -7Kn_ 3 -61Kn_ 4 + 12Kn_S 

+ 128Kn_ 6 -128Kn_ 8 -12Kn_ 9 + 61Kn_ 1O 

+7Kn_ ll -13Kn_ 12 -Kn_ 13 +Kn- 14 (4Xn). 

(54) 
This reveals that the corresponding o~rator polynomial is 
obtained by multiplying 0 4 - 0 3 - 50 2 - 0 + 1 [see Eq. 
(48)] by such a high-ordered factor, 

(0 2 - 1)(0 8 -706 + 130 4 -70 2 + 1). 

Equation (54) was actually derived by degrading the 4Xn 
torus into the 4 X n lattice and its subgraphs. All these com­
ponent graphs are found to be classified into roughly three 
groups with different recursion polynomials whose least 
common multiple gives the relation (54). In Table VIII are 
given the Q polynomials and the Kekule numbers for the 
lower members of the 4 X n torus. 

D. 2 X 2 X n lattice and torus 

By applying the jumbo composition principle (III) and 
the operator technique to the three-dimensional 2 X 2 X n 
lattice one can easily obtain the operator polynomial for the 
Z-counting polynomial as 
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TABLE IX. The Z·counting polynomial and the topological index of the 2 X 2 X n torus. 

k n=2 3 4 

0 I I I 
1 16 24 32 
2 76 204 400 
3 112 748 2496 
4 36 1149 8256 
5 588 14208 
6 50 11648 
7 3712 
8 272 
9 

10 
11 
12 
13 
14 
15 
16 

Za 241 2764 41025 

n 9 10 11 

K. 140450 537636 1956242 

0 6 
- (1 + 7x + 6x2)OS -x(l + 6x + 6x2 _7X3)04 

+ 2x3(1 + 5x + 13x2 + 4X3)03 

- xS(1 + 2x + 6x2 + 9X3)02 

5 

I 
40 

660 
5840 

30195 
93324 

169660 
171 820 
86725 
17300 

722 

576287 

12 

7379216 

_x8(1_x+2x2)0+x12=O (2X2Xn), (55) 

giving the recursion formula 
An (x) = (1 + 7x + 6x2)An _ 1 (X) 

+ x(1 + 6x + 6x2 - 7x3)An _ 2 (X) 

- 2x3(1 + 5x + 13x2 + 4x3)An _ 3 (X) 

p(G,k) 

6 7 

I I 
48 56 

984 1372 
11296 19376 
80058 174993 

364464 1060 416 
1075876 4402580 
2033328 12569260 
2376105 24425086 
1610 560 31 528252 

566124 25921 168 
83472 12677 728 
3108 3288761 

364476 
10082 

8205424 116443607 

13 14 

27246962 102144036 

+xS(l + 2x + 6x2 + 9x3 )An_4(X) 

+ x 8(1 - X + 2x2)An _ 5 (X) 

-X
12A n _ 6 (x) (2X2xn), 

8 

1 
64 

1824 
30592 

336248 
2553280 

13761 856 
53277 952 

148298 136 
294311296 
409048704 
386622464 
237566272 

88543488 
17889792 

1599232 
39952 

1653881 153 

(56) 

which is identical to what was obtained by Hock and 
McQuistan. 10 It is straightforward to derive the recursion 
formula for the p(G,k) number from Eq. (56) as has been 
demonstrated in deriving Eq. (18) from Eq. (17). The result is 
identical to Eq. (2) of Ref. 10. 

By picking up the coefficients of the terms X
2k 0 6

- k 

TABLE X. The Z-counting polynomial and the topological index of the 2 X 3 X n lattice. 
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k 

o 
I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 

n=1 2 

1 1 
7 20 

11 142 
3 440 

588 
288 

32 

~~~~l 

22 1511 

J. Math. Phys., Vol. 26, No.1, January 1985 

3 

1 
33 

436 
2984 

11434 
24766 
29180 
16984 
3993 

229 

90040 

p(G,k) 

4 

I 
46 

899 
9798 

65722 
282586 
787131 

1404402 
1553006 
1001258 

338099 
48790 

1845 

5493583 

5 

1 
59 

1 531 
23073 

224640 
1487214 
6864 336 

22287 124 
50747188 
79898508 
84714756 
57970292 
23945640 
5349576 

528360 
14320 

334056618 

6 

1 
72 

2332 
45006 

577933 
5222662 

34261363 
165933320 
597679423 

1 601033392 
3 168578566 
4571612270 
4707959398 
3354194446 
1579447383 

459006 890 
73778673 
5382366 

112485 

20324827981 
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(k = 0, 1, ... ,6) from Eq. (55) the operator polynomial for the 
Kekule number can be constructed as 
A A A. A A. A 

0 6 
_ 60 5 + 70 4 + 80 3 

_ 90 2 
- 20 + 1 

=(0+ 1)(0-1)(0 2 -20+ 1)(0 2-40+ 1)=0. 
(57) 

However, the smallest recursion formula of the Kekule 
number Kn ofthe 2X2Xn lattice is found to belo 

Kn =3Kn_ 1 +3Kn_ 2 -Kn- 3 (2X2Xn), (58) 

which corresnonds to the operator product 
A A ~-

(0 + 1)(0 2 - 40 + 1) chosen from the factors of Eq. (57) 
[see Eq. (28) of Ref. 10). 

The operator polynomial for the Kekule number of 
2 X 2 X n torus was obtained to be 

08 _ 40 7 _ 60 6 + 280 5 
_ 280 3 + 60 2 + 40 - 1 

=(0+ 1)(0-1)(0 2 +20-1) 
A A. A A 

X(02-20-1)(02-40+ 1)=0 

( 2x2Xn). (59) 

In Table IX are given the coefficients of the Z-counting po­
lynomial and Kekule number for the lower members of the 
2 X 2 X n tori. The recursion relation for the former quantity 
is not yet obtained. The degree of the corresponding operator 
polynomial is estimated to be a little larger than 10 from the 
results of the operator polynomials for the relevant lattices 
and tori. 

E. 2x3xn lattice 

The operator polynomial for the Kekule number of the 
2 X 3 X n lattice was similarly obtained to be 

0 10 
_ 60 9 

_ 210 8 + 420 7 + 890 6 
- 680 5 

- 890 4 

A A A 

+ 420 3 + 210 2 - 60 -1 = 0 (2x3xn). (60) 

The degree of the operator polynomial for the Z-counting 
polynomial for the 2 X 3 X n lattice is estimated as large as 20. 
In Table X are given the coefficients of the Z-counting po­
lynomial and Kekule number for the lower member of the 
2 X 3 X n lattices. 

VII. CONCLUDING REMARKS 

Thus far we have derived the recursion formulas for the 
Z-counting polynomial (including the perfect matching 
number) and topological index of several fundamental rec­
tangular and torus lattices, which give the partition func­
tions for the dimer statistics. In principle, a systematic appli­
cation of this method can be performed to larger lattices. 
However, as the size of the lattice increases this strategy will 
soon come to a dead end. The graph-theoretic technique de­
veloped in this paper alone cannot readily be generalized to 
larger lattices. A further goal is to obtain the recursion rela-
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tions among the operator polynomials for a set of m X n lat­
tices with different m's and, of course, those for three-dimen­
sionallattices. 

There are several additional approaches for tackling 
this problem. The coefficients of the Z-counting polynomial 
for larger lattices could be approximated by a smooth or 
well-behaved function, whose mathematical properties are 
thoroughly understood or tractable. On the contrary, a num­
ber-theoretic approach might be possible with particular ref­
erence to the highly composite nature of the coefficients of 
the Z-counting polynomial, especially of the perfect match­
ing number.24 These possibilities are the reasons why the 
seemingly unnecessary lists of the coefficients of the Z­
counting polynomials for different kinds of lattices have 
been presented in this paper. Further discussions derived 
from the manipulation of these numbers will be published 
elsewhere. 
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Let (A(O),54,a) be a theory of local observables and let A denote the C *-algebra of quasilocal 
observables. Assume that every representation of A which satisfies the spectrum condition is 
type I. Then if ('IT,H) is an irreducible representation of A which satisfies the spectrum condition 
there exists a unique vacuum state asociated with ('IT, H) by large spacelike translations. 

I. INTRODUCTION 

A superselection rule in quantum field theory is defined 
as any restriction of what is an observable in the theory. In 
Haag-Kastler theoryl one regards the algebraic properties 
oflocal observables as the fundamental structure which em­
bodies the relevant information about physically admissible 
states. If an algebra oflocal observables is given then one can 
derive, in principle, the properties of physically admissible 
states. Once it is known what is physically relevant in the 
theory then the superselection sectors of a Haag-Kastler 
theory are given by the unitary equivalent physically admis­
sible representations of the quasilocal algebra. If there are 
superselection rules in a model there exist several such sec­
tors, and one may regard the labels distinguishing them as 
charge quantum numbers. One can then construct a repre­
sentation of the algebra of observables on a global physical 
Hilbert space by picking representations from each sector 
and taking their direct sum. In this sense a Haag-Kastler 
theory determines its own superselection rules. 

The existence of a unique vacuum state in a quantum 
field theory is one of the axioms in Wightman theory. We 
shall show in an algebraic framework that the existence of a 
vacuum state does not need to be postulated-the vacuum 
state as a physically realizable state in a quantum field theory 
can be shown to exist if the superselection rules of the phys­
ical theory under consideration are known. 

We shall state the Haag-Kastler-Araki axioms in the 
notation of Ref. 2. 

(I) To every bounded open region 0 C R4, one assigns a 
C *-algebra A(O) such that (a) 0 1 CO2 implies A(OI) 
CA(02); and (b) if the regions 0 1 and O2 are spacelike sepa­
rated, then the elements of A(OI) commute with all elements 
of A(02). The algebra of quasilocal observables A will denote 
the C *-algebra generated by the union of { A(O)}. 

(II) There exists a representation of the vector group R4 
as automorphisms of A, 

a:R4_AutA, 

and, furthermore, 

a.A(O) = A(O + a) for every a in R4. 

Let H be a complex separable Hilbert space. 
(III) A representation 'IT of A on H is called a representa­

tion satisfying the spectrum condition if the following holds: 
(a) there exists a strongly continuous unitary representation 

• , Present address: Department of Mathematics, Bedford College, Regents 
Park, London NW14NS, England. 

Uta) of the vector group R4 on the Hilbert space H; (b) the 
representation U (a) implements the automorphisms a., that 
is, 

U(a)1T(x)U(a)-1 = 1T{a.(x)) for every xEA; 

(c) the spectrum of the representation U (a) is contained in the 
future light cone. 

We shall consider C *-dynamical systems which satisfy 
axioms I and II and have at least one faithful representation 
which satisfies the spectrum condition. Such a system will be 
called a theory of local observables and will be denoted by 
(A(0),R4,a). 

A state ClJ on A is called a vacuum state if it is invariant 
under the automorphisms a. and the cyclic representation 
('IT"" H",) induced by ClJ is a representation satisfying the spec­
trum condition. 

It was shown recently by Buchholz and Fredenhagen3 

that if ('IT, H) is a massive single-particle representation of A, 
then there exists a unique vacuum state associated with the 
representation ('IT, H) by the method oflarge spacelike trans­
lations.4 

In order to make this notion more precise, we shall give 
the following definition. 

Definition 1.1: Let (A(0),R4,a) be a theory of local ob­
servables. Let ('IT, H) be a factor representation of A which 
satisfies the spectrum condition. 

Assume that weak lim,t_oo 1T(a,t.(x)) = ClJo(x)I exists for 
any spacelike vector a. Then ClJo is a vacuum state which will 
be called the vacuum state associated with the representa­
tion ('IT, H). 

Following Doplicher et al.,5 we shall make the follow­
ing assumptions. 

(IV) To each bounded open region 0 in space-time, one 
associates a local field algebra .7"(0) which is a weakly closed 
*-subalgebra ofB(H). 0 1 CO2 implies that .7"(OdC.7"(02). 
The field algebra.7" is then defined by.7" = u.r (0) where 
the closure is in the norm topology. 

One assumes that .7"" = B(H). 
(V) There is a compact gauge group G and a strongly 

continuous unitary representation V(g) of it such that 

V(g)FV(g)-1 = ag(F)for all Fin.7", 

and a g (.7"(0)) = .7"(0) for all O. 

(VI) The local algebra A(O) is a C *-subalgebra of .7"(0) 
which is invariant under gauge transformations, that is, 

A(O) = .7"(O)nV(G)' for all O . 

By Ref. 5 there exists a one-to-one correspondence 
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A 

between the elements of G and the physical spectrum of A. 
Since every representation with spectrum condition is type I 
it follows from Glimm's theorem6 that the physical spec­
trum of the quasilocal algebra A is a smooth subspace of the 
algebraic dual space of A. We shall show that if there does 
not exist a unique vacuum state associated with every irredu­
cible representation of A which satisfies the spectrum condi­
tion then the subspace of equivalence classes of these vacu­
um representations is not a standard Borel space. Therefore, 
it will follow that there exists a unique vacuum state associat­
ed with every irreducible representation which satisfies the 
spectrum condition. 

It is well known that every vacuum representation of a 
free massless Fermi field is equivalent to the Fock represen­
tation. We would expect, however, that our results do not 
apply to an interacting theory which describes massless par­
ticles. 

II. DEFINITIONS AND NOTATION 

The notation we give will be that of Ref. 2. Let A be a 
C *-algebra and A ** the double dual space of A. Then A ** 
becomes a von Neumann algebra, in a natural manner, ifit is 
endowed with the weak topology induced by the topology of 
A*. 

The set of spacelike directions in ]R4 will be denoted by 
D. 

For any vector a in ]R4 and any x in A **, we shall define 
a set of operators K,. (x). 

Definition 2.1 (see Ref. 7): Let (A, ]R4, a) be a C *-dyna­
mical system. For xeA ** and aE]R4, we define a set K. (x) by 

where the closure is in the weak topology. Here, Co denotes 
the closed convex hull ofthe set {a,t. (x):..t;;;'M}. 

It follows from Ref. 7 that, for xeA,K. (x) C Z(A **) for 
any spacelike direction a, where Z(A **) denotes the center of 
the vonNeumann algebra A **. 

Let V denote the future light cone. If A is a C *-algebra, 
we shall denote by SIAl the set of states of A. 

So(V) will denote the set of states with the properties (a) 
cu(xa.y) is continuous for every x, yeA **; (b) cu(xa.y) = I(a) 
is the boundary value of an analytic function/(z) holomor­
phicin the tubeR 4 + iVo = T +, where V O denotes theinteri­
or of V; and (c) there exists a constant m;;;.O depending on cu 
such th~t V(z)I<llxllliYll exp {mIImzl}· A 

S(V) will denote the norm closure of So (V). 
The set S(V) has the following properties. 
(1) If(1T, H) is a representation of A, there exists a strong­

ly continuous unitary representation Uta) of the translation 
group R4 which implements the automorphisms a., that is, 
U(a)1T(x)U(a)-l = 1T(a.(x)) (xEA), and the spectrum of Uta) 

A 

is contained in V if and only if all normal states of 1T are in 
S(V). 

(2) S(V) is a folium. This means that there exists a pro-
A A 

jectionE (V)EZ(A **) such that CUES (A) is in S( V) if and only if 
A 

cu(E (V)) = 1. 
(3) S(V) is invariant under a. for every aE]R4. This im-

A 

plies that E (V) is invariant under the automorphisms a •. 
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Let (A(O), ]R4, a) be a theory of local observables. It 
follows from Ref. 8 that the automorphisms a. are spatial in 
A ** E (V). There exists a strongly continuous unitary repre­
sentation U (a) of]R4 which implements the automorphisms 
a. and U (a)eA ** E (V). Furthermore, the representation U (a) 
is minimal in the sense that, if V (a) is a strongly continuous 
unitary representation of]R4 which has the same properties, 
then U(a)V(a)-lEZ(A**E(V)). 

III. THE MAIN THEOREM 

Theorem 3.1: Let (A(O), ]R4, a) be a theory oflocal ob­
servables. Assume that every representation of A which sat­
isfies the spectrum condition is a representation of type I. If 
(1T, H) is an irreducible representation of A which satisfies the 
spectrum condition, then there exists a unique vacuum state 
associated with the representation (1T, H). 

Lemma 3.2 (see Ref. 7): Let (A, ]R4, a) be a C *-dynami­
cal system. Let xeA. Then the set K. (x) CZ(A**) is a single 
point for any spacelike direction a if and only if a,t. (x) con­
verges weakly to this point as A tends to infinity. 

If (1T, H) is a representation of A which satisfies the 
spectrum condition, let 

where Co denotes the closed convex hull and the closure is in 
the weak topology. 

Lemma 3.3 (see Ref. 7): Let (A(O), ]R4, a) be a theory of 
localobservables. Let (1T, H) be a factor representation of A 
which satisfies the spectrum condition. 

Then there exists a unique (up to a phase) translation 
invariant state associated with the representation (1T, H) if 
and only if the set 1T(K. (x)) (xEA) is a single point for any 
spacelike direction a. 

Proof." We define a function F on the subspace A + (the 
subspace of the positive elements of A) by 

F(x) = lub{y.(x):y.(x)E1T(K.(x))}. 
.eD 

Then it follows from Lemma 11.2 of Ref. 7 that the 
function F:A + -+Z(A**) is sublinear, that is, F(AX) = AF(x) 
for any A;;;'O andxEA +; F(x + y)<F(x) + F(y) for any x,y in 
A +. Furthermore, F (a. (y)) = F (y) for any vector a in]R4 and 
y in A +. Then, by the proof of the Hahn-Banach theorem, 
there exists a unique bounded linear map from A into Z(A **) 
withL (I) = I,L (x)<F(x)onA +,andL (a.(y)) = L (y)foryin 
A and any a in ]R4. If cu is any normal state of(1T, H) we let CUL 
be the state CUL (x) = cu(L (x)) for x in A. Then, by construc­
tion, cu L is invariant under the automorphisms a •. 

Conversely, if 1T(K. (x)) (xEA) is not a single point for 
some spacelike direction a in D, then for any net {h,. (x)} in 
Z(A**) with h,. (x)E1T(K. (x)), we can associate by the above 
construction an invariant state with the representation 
(1T, H). 

Lemma 3.4 (Ref. 9; Theorem 10): The invariant states 
defined by Lemma 3.3 are vacuum states on the quasilocal 
algebra A. 

Remark: Theorem 3.1 is not valid in two-dimensional 
space-time. In so-called massive soliton theories in two 
space-time dimensions there are states where there exist dif-
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ferent right and left vacua. Lemma 3.4 is proved under the 
assumption that there always exist states whose supports are 
arbitrarily close to the boundary of the future light cone. 
This assumption is not valid in two-dimensional space-time 
since in this case the Minkowski space is disconnected in 
arbitrary neighborhoods of the boundary of the future light 
cone. 

Pro%/Theorem 3.1: Let A C denote the set of all repre­
sentations of A on H. Let A C have the smallest Borel struc­
ture such that, for every t/J, «Pin H, the complex-valued func­
tionp(x) = (1T(X)t/J, «P) defined on AC is a Borel function. Let 
AC be the subset of AC which contains all irreducible repre­
sentations of A. Let A denote the set of unitary equivalence 

A A 

classes of representations of A C • A becomes a Borel space if it 
is endowed ~th the quotient topology induced by the Borel 
structure of A C • 

Let A~p denote the set of all represe~ations of A on H 
which satisfy the spectrum condition and A~p be the subset of 
~p which contains all irreducible representations wit~ the 
spectrum condition. In Lemma 3.5 we shall show that A~p is 
a Borel spac;: with t~e Borel structure which it inherits as a 
subspace of A C • Let "p denote the set of unitary equivalence 
classes of represxntations of A~p. We shall show that Asp is a 
Borel subset of A. Every representation of A which satisfies 
the spectrum condition is type I. Then it follows from 
Glimm's theorem61.hat Asp is smooth (Ref. 10, Corollary 1; 
p. 139). Therefore, "p is a standard Bor~ space and there is 
a countable family of Borel subsets of "p which separate 
points of A.p. By Ref. 6, Asp is metrically xountably separat­
ed; that is, fg[ each a-finite measure fl, oIJ... Asp there is a Borel 
subset N of Asp such that fl,(N) = 0 and "p - N is countably 
separated. A A 

Lemma 3.5: Asp is a Borel subset of A. 
Proof: From the primitivity condition on the quasilocal 

A 

algebra A it ~llows that ~p is a set of the second Baire 
category in A C and therefore by the Banach-Steinhaus 
theorem it is a Borel subset of A C • 

~et Bq be the quotient B~rel structure on Asp derived 
from ~p. If x is an element of ~~P' let x ~ the corresponding 
unitary equivalence class in ~p. If xE£A we let pIx) be the 
unitary equivalencc;... class in A containing x. Let Bs be the 
Bo~l structur~on Asp whiclJ... makes p a Borel isomorphism 
of Asp withR("p)' wherep(Asp) has a Borel structure as a 
subspace of A. The lemma is proved if we show that the Borel _ A 

structures B~ an'! Bs~oincide.Jf ECA, let E be the set of 
elements of E:....If Ef Asp , then EE~s if an~ onlt if there is a 
Borel subset l' of A such_that p(E) = p(Asp)nF or, equiv­
alently,E = 1.~pnF whileEEBq i!.and only if there is a Borel 
subsetp 0/ AC such that E =A~pnD. Therefore Bs CBq • 

Since A~p is a Borel subset of A C it follows from the same 
argument that Bq CBs' 

In view of Lemmas 3.3 and 3.4 the proof of Theorem 3.1 
follows from the following Lemma. 

Lemma 3. 6: Let (A(O), R4
, a) be a theory oflocal obser­

vables. LetxEA·· E (V). IfA.p is smooth then the set K. (x) is a 
single point for any spacelike direction a. 

Proof: Let (1T, H) be an irreducible representation with 
spectrum condition. Let xE1T(A)" and assume that the set 
Ka (x) is not a single point for some spacelike direction a. It 
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follows from the remarks above that the lemma is proved if 
we can show that Asp is not metrically countably seJ?arated. 
In fact, to show this, it ~fti.ces to find a subset K of Asp such 
that K as a subspace of Asp is not metrically countably sepa­
rated. 

To see this, we letfl, be a a-finite measure on K and ifN 
is any Borel subset of K of fl,-measure zero, we assume that 
K - N is not metrically countably separated. Define 
{t(E) = fl,(EnK) for;,... E a Borel subset of A.p. Then {t)s a a­
finite measure on Asp. Then N is a Borel subset 9! "p and 
{tIN) = O. Let E I , E 2, ... be Borel subsets of Asp. Then 
{t(NnK) = 0 and the sets ElnK, E 2nK, ... do not separate 
K - N and this implies that the sets E I' E2 , ... do not separate 
Asp - N and hence Asp is not metrically countably separated. 

For xEA ** E (V), assume the set K. (x) is not a single 
point for some spacelike direction a. Since the set K. (x) is 
convex, it follows that if YI' Y2 are any two points of K. (x), 
then so is AJYI + A2Y2 for Al + ,.1,2 = 1. Therefore, if the set 
K. (x) is not a single point for some spacelike direction a, then 
it is infinite. For xEA, we choose nets (h,. (x)) with 
h,. (x)EK. (x) and ~t F;. be a bounded sublinear map from 
A + into Z(A ** E (V)) defined by 

F;.(x·x) = lub{ Y;.,.(x·x):Y;.,.(x)EK.(x)). 
.ED 

Let L;. be a bounded linear map from A into Z(A**E(V)) 
such that ilL;. II = 1, L;. (a. (x)) = L;. (x) for x in A, any vector 
a in R4

, and L;. (x)<;;F;. (xl. for x in A +. Let S be the collection 
of all nets in Z(A·· E (V)) such that for any distinct nets 
(Y;.),.(x)), (Y;'2'.(X)) in S we have L;.) =/=L;'2' If L;.(x) 
= (v;. (x)I and (v;. is a vacuum state defined by the above 

relations for a net ( h,.(X)) in S withy;.,. (x)E1T(K. (x)), let 1T;. 
be the induced representation of A. Let K C denote the subset 
of A~p, which consists of all representations 1T;. of A. In parti­
cular, 1T is an element of KC . 

Let Xo be the measure space (O, 1), let Bo be the set of 
subsets of (O, 1), let Vo be the measure on Xo defined by 
vo({O))=kl' vO({1))=k2 for kl+k2=1. Let 
(Xn' Bn. vn) = (Xo, Bo, vol for n = 1,2, ... , let 

(X,B',v') = (VI Xi' iVI Bi, iVI Vi). 

and let (X, B, v) denote the measure space formed by the 
completion of v'. If X is in X, then X is identified with the 
sequence U' n)' where X n = 0 or 1. If S = (Sn) is in X, we de­
fine X + S to be the sequence U' n + S n) reduced mod 2. Then 
X is a group, and A = (U'n ):Xn =/=0 for at most a finite num­
ber of n) is a countable subgroup of X generated by the ele­
ments ((Yk)n)' where (Yk)n = {j~. We define an action of A on 
X by XY = X + y. Then X/A becomes a Borel A -space with 
this right action of A on X. 

The representation (1T, H) is a factor representation. 
Therefore, ifxEA, then we assume that 1T(K.(x)) = (z;.,.(x)I) 
for any spacelike direction a, where (z;.,. (x)) is a net of com­
plex numbers. Let o (1T;.(x·x)) = lub.ED z;.,.(x·x) for x in A. 
Then o extends to a map 8 from KC intoX 2

, where 8 (1T;.) is 
the net (lub.ED z;.,.(x); xEA) inX2. Then by the construction 
of the representations 1T;. it is easily seen that the map 8 is 
one-to-one. We shall also assume that 8 is onto. Otherwise 
there is a bijection between K C and a subset Y of X 2 and the 
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proof of the lemma would be valid with X 2 replaced by Y. 
Furthermore, the Borel structure of X 2 coincides with the 
quotient Borel structure induced by the Borel structure of 
KC underO. To show this, we let V(bl, ... ,b" ) be the cylindrical 
set 

[(¥I, ... ,X,,):Xk =bk;k= t, ... ,n] inX2. 

Then for xeA, 

o -1(V(bl, ... ,b,,)) 

= {1T;...: 1T;...eKc such that 0 (1T;...(X*X)) 
1 1 1 

= lubzA,.(x*x) = bj forj = t, ... ,n]. 
aeD "} 

Thus, V(bl, ... ,bn ) is a Borel set in the quotient Borel struc­
ture. The quotient Borel structure contains the original 
Borel structure of X 2 and thus the quotient Borel structure is 
countably separated. Since the identity map of X 2 onto itself 
from the quotient Borel structure to the original Borel struc­
ture is a Borel map, it follows that two Borel structures coin­
cide (Ref. 10; Theorem 4.2 and Theorem 5.t). 

Let K denote the set of unitary equivalence classes of 
representations of ~p contained in KC . 

For any two representations 1T AI' 1T A2' we have 

10 (1TAI (X*X)) - o (1TA2 (x*x)) I 

= IlubzA,.a(X*X) -lubzA2.a(x*x)1 
aeD aeD 

We assert that the representations 1TAI and 1TA2 are unitary 
equivalent if and only if for any spacelike direction a, a' in D 

IZAI.a(x*x) -ZA2.a,(x*x)I<0 (xeA) 

for a rational number D. The if part is obvious. To prove the 
only if part assume that 

IZAI.a(X*x) -ZA2.a' (X*X) I <0 ••• , (xeA), 

where {D •.• ' J is a null sequence of rational numbers. Hence 

FAI(x*x) = luDb{zA,.a (x*x)I:ZA,.a (x)IE1T(Ka (x))] 
aE 

=FA2 (X*X). 
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Then by the above construction the vacuum functionals LA' 
and L, coincide and therefore 1T A is unitary equivalent to 

"l I 

1TA,· 

Let lJ be the one-to-one map defined by 0 from K onto 
thesetX20f~ 2-equivalenceclassesofX2,andletX2havethe 
quotient Borel structure derived from X 2. We shall show that 
lJ is a Borel isomorphism with respect to the quotient Borel 
~ructure ~q on K as derived from KC

• Let E be a subset of 
X 2. Then E is a Borel set if and only if the set E of elements of 
E is a Borel set and this is a Borel set if and only if 0 -1(E) is a 
Borel set. However, 0 -1(E) contains each unitary equiv­
alence in KC 

, that it meets, and so 0 -1(E) - of unitary equiva­
~ance c!ass~ of ele!Dents of 0 -1(E) is in Bq • Since 
() -liE ) = () -liE ), () is a Borel isomorphism. 

X 2 is a compact group, ~ 2 is a dense subgroup, and 
X2 =X2/~ 2. It follows from Ref. 10 (Theorem 7.2j thatX 2is 
not metrically countably separated. This implies that K with 
the Borel structure Bq is not metrically countably separated. 
Let B. be the Borel structure which K inherits as a subspace 

A 

of A.p • Then from a similar argument as in Lemma 3.5 it 
follows that B. C Bq • This implies that K with the Borel 
structure Bs is not metrically countably separated and there-

A 

fore A.p is not metrically countably separated. This com-
pletes the proof of Theorem 3.1. 
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A general gauge action is defined by postulating a minimum of its properties necessary for the 
existence ofloop expansion in the quantum theory. The structure of the general gauge algebra is 
derived from these postulates. The proof of existence of the structure functions, lacking in 
previous works, is given. The question of uniqueness is also completely cleared up. Some unsolved 
problems are discussed in connection with the covariant-quantization conjecture. 

I. INTRODUCTION 

The transformations of invariance of gauge fields in the 
natural basis may not form a Lie group. Furthermore, the 
algebra of infinitesimal transformations may not be closed. 
This nonclosure is, however, of a special form, and the corre­
sponding algebraic construction is known as "open gauge 
algebra." The form of gauge algebra determines the quanti­
zation rules for gauge fields and is thus of paramount impor­
tance in quantum theory. 

The open gauge algebra and the corresponding quanti­
zation rules were first discovered in the canonical formalism 
of gravity theory.I,2 The subject received further develop­
ment in works3

- 7 stimulated by the discovery of open algebra 
in supergravity.8 The full structure of open algebra was de­
rived in Refs. 4 and 9 but these derivations were to a certain 
extent heuristic. In Ref. 10 the generating equation was ob­
tained, containing all structure relations of gauge algebra. 
The existence theorem for this equation was formulated in 
Ref. 10, but the proof was omitted. It is the purpose of the 
present work to fill up these gaps. 

In the present paper we consider the general gauge ac­
tion, postulating a minimum of its properties, necessary for 
the existence ofloop expansion in the quantum theory. We 
then systematically derive the algebraic consequences of 
these postulates. The range of questions arising at the level of 
finite gauge transformations is considered in Refs. 11 and 12. 
Together with Ref. 12 the present paper may serve as an 
introduction to the theory of open group. The present con­
struction is, however, applicable only to irreducible gauge 
field theories (see Sec. VI). The generalization to reducible 
theories can be found in Refs. 13 and 14. 

The plan of this paper is the following. The postulates of 
gauge theory are formulated and discussed in Sec. II. In Sec. 
III a detailed derivation is given of the lowest-order relations 
of gauge algebra. Sec. IV introduces the closed description of 
gauge algebra. In Sec. V we present the full proof of the 
principal existence theorem. A lemma needed for the proof is 
given in Appendix A. In Sec. VI we settle the question of 
uniqueness, discuss the application to relativistic field theor­
ies, and point out some unsolved problems. Appendix B con­
tains a classification of theories with a degenerate Hessian of 
the action. Our postulates single out a special class of such 

theories. We show that a theory must belong to this class as a 
necessary condition for the applicability of the standard loop 
technique. 

In some parts of the present consideration we essential­
ly use the ideas contained in the previous works, especially in 
Ref. 4. 

Notation and conventions: We shall be dealing with sets 
of boson and fermion variables. The Grassmann parity of a 
quantity A will be denoted by E(A ). Right and left derivatives 
will be aT and a/. 

The rank of a matrix is generally defined as the maxi­
mum size of its invertible square minor. In the case of an 
even-parity matrix M one may speak about two ranks: those 
of the Bose-Bose and Fermi-Fermi blocks. These ranks will 
be denoted by rank ± M. The rank of an even-parity matrix 
is rank M = rank+ M + rank_ M. 

We shall use the condensed notation 15 for the gauge 
field: q:/, i = l, ... ,n; n = n+ + n_, where n+(n_) is the 
number of boson (fermion) components. This means that in 
fact we shall work with the finite-dimensional model. The 
results transfer to Euclidean field theory in the usual way. 

II. POSTULATES OF GAUGE THEORY 

The field q/, i = 1, ... ,n = n+ + n_, E(qi)=Ei , is a 
gauge field, ifits action Y(qJ) is a boson satisfying the follow­
ing two postulates. 

Postulate 1: There exists at least one stationary point qJo: 

(2.1) 

and Y(qJ) is regular (infinitely differentiable) in its neighbor­
hood. 

Postulate 2: The set of field equations can be divided 
into two subsets: 

Y a = 0, a = 1, ... ,m; O<:;m<:;n 

and 

Y A = 0, A = 1, ... ,n - m, 

in such a way that 

(2.2) 

(2.3) 

(2.4) 
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and at least those solutions of(2.3) that lie in some neighbor­
hood of <Po satisfy (2.2) identically. 

The theory must of course be invariant under arbitrary 
regular reparametrizations of the field <po To see the invar­
iance of Postulate 2, we note that it can be equivalently for­
mulated as follows. 

Postulate 2': There exists (at least locally, in a neighbor­
hood of <Po) a smooth m-dimensional surface.I (<Po E.I ), on 
which field equations are fulfilled 

Y j I.E = 0, (2.5) 
and 

rank Yji I.E = n - m, 

y .. = BIBrY. 
J' afPj a<p j 

(2.6) 

(2.7) 

(Note, that the rank of Y jj is reparametrization invariant at 
stationary points of Y.) The surface.I will be called the 
stationary orbit. 

The equivalence of Postulates 2 and 2' is based on the 
implicit function theorem. Clearly, (2.3) is the equation of .I, 
and (2.4) is the condition that.I is m-dimensional. Equation 
(2.5) follows from the last requirement of Postulate 2. 

Let 0"', a = 1, ... ,m = m+ + m_, E(O'" )=Ea , be param­
eters on .I, where m + (m _) is the number of boson (fermion) 
parameters. Let 

(2.8) 

(2.9) 

Then 

Yj(!(O))==O, Y .. (f(O)) arP(O) =0. (2.10) 
J' aoa 

Thus tangent vectors to .I are zero-eigenvalue eigenvectors 
of Y jj I.E' We arrive at one more equivalent formulation of 
Postulate 2. 

Postulate 2": The Hessian of Y(<p) is degenerate on an 
m-dimensional surface, which passes through fPo and whose 
tangent space at each point coincides with the null space of 
the Hessian. 

Gauge theory is thus defined by the properties of its 
classical solutions. The purpose of the present work is the 
derivation of properties of gauge theory off the classical solu­
tions. We shall show that at least in some (n-dimensional) 
neighborhood of <Po there exists a sequence of quantities 
(structure functions) which form the gauge algebra, a con­
struction generalizing the Lie algebra. The zeroth-order 
structure function is the gauge action Y(<p) itself. All higher­
order structure functions can be explicitly expressed 
through Y(<p). 

The first-order relations of the gauge algebra are 
Noether identities. The following statement is equivalent to 
Postulate 2 (or 2' or 2"). 

Postulate 2"': At least in some neighborhood of <Po the 
gauge action satisfies the Noether identities 

YjR ~=O, a = 1, ... ,m = m+ + m_, 

where R ~ are regular functions, such that 

rank± R ~ Iq>=q>o = m ±' E(R~) = E j + Ea , 
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(2.11) 

(2.12) 

and 

(2.13) 

Let us show that 2'" follows from Postulate 2. Accord­
ing to (2.4), Eqs. (2.3) are solvable in a neighborhood of <Po 
with respect to some n - m variables <p'A. Let <p'a be the re­
maining m field variables. Then the following reparametri­
zation 

fP j=(<p 'A,<p 'a}++(JA,<p 'a), 

JA = Y A (<p ) 

(2.14) 

is regular in a neighborhood of <Po' Consider the functions 
Y a in the new parametrization and define 

A al i 1 

dx (P R P I Ra = - -- --(J P a) J_xJ' 
aJA 0 X 

(2.15) 

where R ~ is an arbitrary regular invertible matrix. The con­
vergence of the above integral and the regularity of R ~ in a 
neighborhood of <Po are guaranteed by Postulates 1 and 2. 
Indeed, Y P is analytic in J near J = 0 according to Postulate 
1, and Y pi J = 0 = 0 in consequence of the last requirement 
of Postulate 2. Multiplying (2.15) by Y A = J A' we obtain the 
relations 

Y AR ~ + YpR ~ = (YpR ~IIJ=O = 0, (2.16) 

which are the Noether identities (2.11) with 

R ~ = (R ~,R ~). (2.17) 

The condition (2.12) is satisfied by virtue of the above choice 
of R~. We must still prove (2.13). Differentiating the 
Noether identities, we find 

(YjjR ~)q> = q>o = O. (2.18) 

It follows from (2.18) that the matrix Y jj I q> = q>o has m zero­
eigenvalue eigenvectors R ~ Iq> = q>o satisfying condition 
(2.12). Consequently, 

rank Y jj I q> = q>o <n - m. (2.19) 

On the other hand, 

rank Yjdq>=q>o>n - m (2.20) 

from (2.4). This gives (2.13). 
Conversely, let us show that Postulate 2 follows from 

2"'. According to (2. 13), there exists asetofn - m field varia­
bles ~, such that 

rank YjAIq>=q>o = n - m. (2.21) 

Let <pa be the remaining m variables. Then the Noether iden­
tities (2.11) take the form 

YAR; + YaR'P =0. (2.22) 

We have to show that R 'P is invertible, i.e., 

rank R p = m (2.23) 

in a neighborhood of <Po, because then equations Y a = 0 
and Y A = 0 are just Eqs. (2.2) and (2.3) of Postulate 2. To 
prove (2.23), we differentiate (2.22): 

(YjAR; + YjaR 'P1Iq>=q>o = 0, 

and suppose that there exist such AP =f 0 that 

R 'P1q>=q>oA P = O. 
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From (2.25) and (2.24) we find 

(YjAR ~)I'I'='I'o"t P = 0, 

whence 

R~I'I'='I'o'A,P=O 
due to (2.21). Equations (2.27) and (2.25) give 

R ~ 1'1' = 'l'0A. P = 0, 

(2.26) 

(2.27) 

(2.28) 

which contradicts (2.12). Hence, the supposition (2.25) is 
wrong, and 

rank R p 1'1' = '1'0 = m. (2.29) 

By regularity the equality (2.23) holds also in a neighborhood 

of ({Jo' 

The Noether identities with properties (2.11)-(2.13) are 
usually considered as the definition of gauge theory. From 
the present standpoint R ~ are the off-shell structure func­
tions which can be expressed through the gauge action as 
shown above. 

The vectors R ~ may be interpreted as the generators of 
infinitesimal transformations 

(2.30) 

with parameters orr, leaving the gauge action invariant. 
However, the existence of finite gauge transformations is not 
obvious. It does not follow from anywhere that R ~ generate 
a Lie group. In fact the group properties of R ~, which follow 
from the above postulates, are generally more complicated. 
At the algebraic level these properties are considered in the 
present paper (and previous works). At the group level they 
are considered in Refs. 11 and 12. Here we shall make only 
the following remark. 

Since tangent vectors to the surface (2.8) belong to the 
null space of Y ji II' they must be linear combinations of 
R ~ II' As a result we obtain the differential equations of the 
stationary orbit 

.I: (2.31) 

Ple=o = ({J~, (2.32) 

where A ~ (() ) is some nonsingular matrix. Equations (2.31) 
are the Lie equations. Thus the integrability of the Lie equa­
tions with initial data satisfying (2.1) is guaranteed by the 
postulates. The Lie equations (2.31) with arbitrary initial 
data are generally nonintegrable. Nevertheless, as shown in 
Ref. 12, the nonstationary orbits, i.e., finite gauge transfor­
mations, always exist and satisfy some generalized Lie equa­
tions. 

The present postulates can be justified. In Appendix B 
we show that they are the necessary conditions for the exis­
tence of loop expansion in quantum theory. 

Our consideration of gauge theory is purely local. It is 
confined to a neighborhood of one stationary point: ({Jo. (If 
the action has several stationary points not belonging to one 
and the same orbit, then the neighborhood of each of them 
must be considered separately.) Such a local consideration 
suffices if in the quantum theory we confine ourselves to loop 
expansion. 
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III. LOWEST-ORDER RELATIONS OF GAUGE ALGEBRA 

Let us go on to deriving the consequences of the above 
postulates. First of all they permit us to find the general 
solutions of equations 

(3.1) 

and 

Y i / = 0. (3.2) 

According to (2.12) the general solution ofEq. (3.1) is 

xa=O. (3.3) 

We shall show that the general regular solution ofEq. (3.2) is 
of the form 

/ = R ~ A p. + Y kB ik, (3.4) 

where A p. and B ik are arbitrary regular functions, and B ik 

possesses the antisymmetry property 

B ik = _ ( _ l(hB ki. (3.5) 

Evidently, (3.4) is the solution ofEq. (3.2). To prove that 
it is the general regular solution, we rewrite Eq. (3.2) as 

Y A yA + Y a ya = 0, (3.6) 

where Y A and Y a are the subsets from Postulate 2, and use 
the Noether identities (2.22). Eq. (3.6) takes the form 

YAzA = 0, (3.7) 

zA yA - R ~(R -Ita ya. (3.8) 

Next we make the reparametrization (2.14) and differentiate 
(3.7) with respect toJA , 

a/zA AB 
zA +JB -- =JBP , 

aJB 

p AB= a/zA _ (_ IJ"'h a/zB. 
aJB aJA 

Making the replacement in Eq. (3.9) 

(3.9) 

(3.10) 

Jr-+xJA, (3.11) 

where x is a numerical parameter, we find 

~x~(xJ) =xJBpAB(xJ), (3.12) 
dx 

zA(J) -limxzA(xJ) =JB t XPAB(xJ)dx. (3.13) 
x-+O Jo 

Since the solution/ is supposed to be regular near J = 0, the 
integral on the right-hand side of(3.13) converges. Also 

limx~(xJ) = 0. (3.14) 
x-+O 

As a result we obtain representation (3.4) with 

A p. = (R -Ira ya, BaP = 0, BaA =BAa = 0, (3.15) 

B AB = f XPAB(xJ)dx. 

Expression (3.4) shows that any infinitesimal transfor­
mation, leaving the gauge action invariant, is a combination 
of transformations (2.30) and trivial transformations 

o triv ({Ji = Y k o() ik, o() ik = _ ( _ 1 ('£kO() ki, 
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which do not move stationary points. The existence of trivial 
transformations causes the complicacy of the general off­
shell gauge algebra. 

As mentioned above, the first-order relations of the 
gauge algebra are the Noether identities (2.11). To derive the 
further relations we define the operator 

(3.16) 

and apply it to (2.11) with the subsequent antisymmetriza­
tion in group indices. The result is 

.YiY~ =0, 

where 

aR i aR i 
Yi _ r aRk ( I)EaEfJ r p R k 
aP=-- p- - -- a' 

aq:l alp k 

(3.17) 

(3.18) 

Equation (3.17) is of the type (3.2). Hence, there exist such 
functions T':.p and E ~ that 

aR i aR i 
~R k _ (_ I)EaEfJ~R k 
alpk p alp k a 

R iT" CR Eik = - I' ap - J k aP' (3.19) 

Equations (3.19) are the second-order relations of the 
gauge algebra, and T':.p,E:p are the new structure func­
tions. The formulas of the type (3.15) give explicit expres­
sions of these new functions through R ~. It follows from 
these expressions that T':xp and E:p are regular and possess 
the antisymmetry properties 

T ,. - ( 1 )EaEfJT" aP - - - pa' (3.20) 

(3.21) 

Expression (3.19) gives the general form of the commu­
tator of gauge transformations. In the particular case, when 
E ~ = 0, the algebra is closed. If also T':.p = const, we have 
a Lie algebra. However, generally the off-shell gauge algebra 
is open because of the admixture of trivial transformations. 

The third-order relations of the gauge algebra are the 
generalized Jacobi identities. Applying the operator (3.16) to 
(3.19) with the subsequent cyclic permutation of group in­
dices, also using Eqs. (2.11) and (3.19), we obtain . 

R ~X':.p6 +.Y k Y~6 = 0, 

where 

X" =( - I)EaE
6 (arT':xp R i + T" Tr ) 

aP6 alp i 6 ar P6 

(3.22) 

+ cycl. perm. (a, /3,8), (3.23) 

We shall prove that there exist such new structure functions 
F ak and D ikj that rP6 rP6 

X':xP6 = - .YkF':x~ 
and 

yik + ( _ I)E'~I'R k F,.i aP6 I' aP6 

(3.25) 

_(_I)(E,+EI')EkR~F':x~6= -.YjD~6' (3.26) 

The new structure functions are regular and possess the fol­
lowing antisymmetry properties: 

F ,.i - ( 1 )EafJ6F,.i - ( 1 )EafJ6F,.i ap6 - - - pa6 - - - a6p, 

D ikj _ ( l)E'~kD kij _ ( l)EkE}'D ijk aP6 - - - ap6 - - - ap6' 

(3.27) 

(3.28) 

(3.29) 

(3.30) 

Equations (3.25) are the generalized Jacobi identities. Equa­
tions (3.26) are the fourth-order relations of the gauge alge­
bra, which have no analogy in the Lie algebra. 

The authors of Ref. 9 obtained all structure relations of 
the gauge algebra operating only with the conditions of "ir­
reducibility" and "completeness" in the form (3.3) and (3.4). 
In fact these conditions are insufficient to prove already the 
fourth-order structure relations (3.26) with the antisym­
metry properties (3.30). The correct proof requires the full 
use of postulates explicitly formulated above. The proof is 
the following. 

At first one considers Eq. (3.22) at i = u, where R; is 
the invertible minor of R ~. This gives 

X" = -.Y (R -111L yak (_ 1)(EI' + Eu)Ek (3.31) ap6 k la aP6 ' 

which is relation (3.25). Next one uses (3.25) in (3.22) to ob­
tain 

CR 'k 
J kZ'"p6 = 0, (3.32) 

where 

Z:P6=y~6 + (- 1('~I'R ~F':x~6 

_ (_ 1)(E,+EI')EkR i F,.k (3.33) ,. ap6' 
The second term on the right-hand side of(3.33) can be add­
ed by virtue of the Noether identities. 

Equation (3.32) is of the type (3.2). However, its general 
solution in the form (3.4) is not yet the structure relation 
(3.26). Even the use of explicit expressions (3.15) is insuffi­
cient to prove the antisymmetry properties (3.30). 

To derive (3.26), note that Eq. (3.31) does not uniquely 
determine F~6 in (3.25). In particular, one may put 

(3.34) 

where M ~ are arbitrary regular functions possessing the 
cyclic antisymmetry (3.27). This arbitrariness can be used to 
make the components of Z ~ with k = v (or i = v) vanish. 

(3.24) Indeed, the quantity Z ~ at k = v equals 
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Z:;P6 = Y:;,86 + Y~~6( - 1("-' 

- R ~(R -I); Y~P.s( _ 1)'".(E,H,,) 

+ ( _ I)E'E"R v R i Mrp. 
p. r a,86 

_ (_ 1)(E,+E,,)EvR i R v MrJ.t (3.35) 
J.t r a,86' 

as follows from (3.33) and (3.34). ChoosingM~6 as 

M~P6 = !(R -I)~(R -I); Yd',86( - 1)E..-" (3.36) 

and taking into consideration the fact that the quantity Y :,86 
is antisymmetric in the upper indices, we obtain 

Z:;,86 = O. (3.37) 

Thus the structure functions F~'k can be defined in 
such a way that only the components Z ~:6 of Z :P6 survive. 
For these components Eq. (3.32) takes the form 

y BZ~6 = O. (3.38) 

Using the reparametrization (2.14) and differentiating (3.38) 
with respect to JB = Y B, we obtain 

Z AB _ J a/Z~g6 ( I)EIJEC 
ap6 - - C aJ

B 
- • (3.39) 

Since Z ~ is antisymmetric in the upper indices, this can be 
rewritten as 

Z~!< = -J _ / ap6 (_ I)EIJEC 1 [a ZAC 

""u C 2 aJ
B 

(3.40) 

and finally as 

The further structure relations of the algebra are more 
and more complicated. Clearly, a more powerful technique 
is needed to handle them. Such a technique is developed 
below. In the next section a unique equation is formulated, 
generating all structure relations of gauge algebra. 

IV. THE GENERATING EQUATION FOR GAUGE 
ALGEBRA 

For the closed description of gauge algebra one intro­
duces a phase space in which conjugate variables have the 
opposite statistics. 10 

Let rpA,A = l,oo.,N, E(rpA) = EA, be some set of boson 
and fermion variables (fields). To each rp A one puts into cor­
respondence a new variable (antifield) rp ~ of the opposite 
statistics 

(4.1) 

For functions on the phase space of fields and antifields one 
defines a binary operation called antibrackets: 

X Y _ arx a/y arx a/y 
( , )= arpA arp ~ - arp ~ arpA' (4.2) 

The properties of antibrackets are in a sense opposite to the 
properties of the usual Poisson brackets. One has 

E((X,Y)) = Ex + Ey + 1, Ex=E(X), (4.3) 

(X,Y) = - ( _ 1)(Ex+ Ij(Ey+ I)(y,x), (4.4) 

(X,YZ) = (X,Y)Z + (- l(yEZ(X,Z)Y, (4.5) 

( 1)(Ex+ I)(EZ+ I)(X(YZ)) I - " + cyc . perm. X,Y,Z = O. 

(4.6) 
Z AB 1 a/z~~ 

ap6 + - J C --'--
2 aJc 

1 J ABC --cUap6 , 
2 

(3.41) For any fermion F 

where 

az AC 

U~:f = / ap6 (_ I(IJEc 
aJB 

a/ZaB;. ( + ) __ .:....""_ (_ It<EB EC 
aJA 

a/Z~:6 
aJc 

Making the replacement 

J-xJ 

in Eq. (3.41), we obtain 

! (X2Z~:6) = - x2JcU~:f, 
whence 

(3.42) 

(3.43) 

(3.44) 

Z ~:6 = - J cD ~:f, (3.45) 

D~f== f x2u~:f(xJ)dx. (3.46) 

Equations (3.45) and (3.37) give the fourth-order structure 
relation (3.26), in which only the components D ~:f of D :/u, 
survive. The antisymmetry properties (3.28)-(3.30) are seen 
from (3.42). 
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(F,F)=O, E(F) = 1, 

while for a boson B 

aB JB 
(B,B)=2-r--_/_~0, E(B) =0. 

arpA arp ~ 

For any X 

((X,x),x) = (X,(X,x))==O. 

(4.7) 

(4.8) 

(4.9) 

The properties of canonical transformations in the space of 
fields and antifields are considered in Ref. 12. 

The equation 

(S,S) =0 (4.10) 

for a boson S is called the master equation. It plays the cen­
tral role in the formulation of quantization rules for gauge 
theories. 10.13,14 

To analyze the properties of the master equation it is 
convenient to introduce the collective notation for fields and 
antifields 

z"= (rpA,rp~J; a= l,oo.,2N, (4.11) 

and rewrite the antibrackets (4.2) as 

(X,Y) = arx ;ab a/y ;ab = ( 0 01). (4.12) 
az" a:t' ' - 1 

Then Eq. (4.10) takes the form 
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(4.13) 

We shall be interested in the solutions of the master 
equation, which have a stationary point (where as / az = 0) 
and are regular in its neighborhood. Differentiating (4.13) in 
a neighborhood of the stationary point, we find 

a,s -fit: =0, 
az" 

where 

flta=~ac ala,S. 
b aTazh 

(4.14) 

(4.15) 

S (z) may be regarded as some action function. Then Eqs. 
(4.14) are "Noether identities," and the columns of the Hes­
sian (4.15) serve as "generators of gauge transformations." 
Differentiating (4.14), we find that the matrix of generators is 
nilpotent at the stationary point: 

(4.16) 

Let r ± be the rank of the Hessian of S at the stationary 
point: 

ala,S I r ± = rank± --- , r+ +r_ = r. (4.17) 
az" azh as /iJz = 0 

Then from (4.16) we have 

N - r ± >r'f' (4.18) 

or 

r<.N. (4.19) 

The solution S of the master equation is called proper if 

r=N. (4.20) 

If the solution is proper, then its Hessian (4.15) at the station­
ary point has no other zero-eigenvalue eigenvectors except 
those contained in itself. Only proper solutions are of interest 
in gauge theory. 10.13.14 

Let us include the initial gauge field qi into the set t/> A: 

rp iCf/J A 

and require that 

S(t/>;f/J ·)1<1>. =0 = Ytrp), 

(4.21) 

(4.22) 

where Y(rp) is the initial gauge action. The proper solution of 
the master equation satisfying the boundary condition (4.22) 
serves as the action in the functional integral of the quantum 
gauge theory. 10 

It is nontrivial to combine the boundary condition 
(4.22) and the condition that the solution be proper. The 
difficulty lies in the fact that if the boundary value of S in 
(4.22) is the gauge action, then there are initially m zero­
eigenvalue eignevectors R ~ which are not contained in the 
Hessian. To include R ~ in the Hessian of S one introduces m 
new fields (ghosts) ca and requires10 

(4.23) 

(4.24) 

This defines the statistics of ghosts as opposite to the statis­
tics of the parameters of gauge transformations: 
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(4.25) 

One also introduces the notion of ghost number and 
ascribes the following values of this number to the intro­
duced fields and their antifields: 

gh(rpi) = 0, gh(ca
) = 1, 

gh(rpr) = - 1, gh(c!) = - 2, 

gh(XY) = gh(X) + gh(Y). 

(4.26) 

(4.27) 

One then looks for the solution of the master equation as an 
expansion in powers of the auxiliary fields c,c*,rp * with the 
conserved ghost number equal to zero 

gh(S) =0. (4.28) 

The generic monomial in this expansion is proportional to 

(c*)P(lp *)'(cj1 

with 

t=s+ 2p. 

(4.29) 

(4.30) 

We shall see below that the bosonic solution of the master 
equation, satisfying conditions (4.21 )-(4.24) and (4.28), exists 
and is proper. 

One may ask, what relation does it all have to the gauge 
algebra? The answer is the following. Let us fix the content of 
the set f/J A as 

f/JA = Ill' i,cal. (4.31) 

Correspondingly, 

(4.32) 

and the master equation (4.10) takes the form 

a,s als a,s als -. - + -- =0. (4.33) 
arp' arp r aca ac! 

Let us expand the solution 

S(f/J;f/J *) = S(lP,C;lp *,c*) (4.34) 

in powers of the auxiliary fields c,c*,lp * taking into account 
ghost-number conservation and the boundary conditions 
(4.22) and (4.24). The lowest-order terms of this expansion, 
allowed by the requirement that the ghost number vanish, 
are 

S(lP,C;lp *,c*) = U + lp rU~ca 

+ (lp rlP rU!~ + c~U"{,p)cPca 
+ (lp rlP rrp tU~ + lip rc~U~)c8cPca 

+ o(c4
), (4.35) 

where we kept terms at most cubic in ca and introduced the 
notation U::: for coefficients. These coefficients are func­
tions of rpi and possess the symmetry properties, which are 
obvious from (4.35). According to the boundary conditions 
(4.22) and (4.24), the two lowest-order coefficients are 

U=Y(lp), 

U~ =R~(lP). 

(4.36) 

(4.37) 

The master equation (4.33) is equivalent to a sequence of 
relations upon the coefficients U:::. The lowest-order rela­
tions are found to be 
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a ul-' cPea 
,a/3 U i er + 2UI-' cPur eaeo-

atp i r r/3 o-a 

+ 2U':.~6e6cPea a,~ = 0, 
atp I 

a U ik cPea 
,a/3 uj cf' + 2U ik cPur eVcf' 

atp j I-' r/3 I-' v 

+ 3uikj e6cPea a, U 
a/36 atpj 

(
a Ui ea 

_ ( _ Irk ' a. U~lJelJcP 
atpl 

+ U~ U~~6e6cPea) 

_ (_ 1)[£i+(£i+ I)(£k+ I)) (a,u~ca U~elJcP 
atpl 

(4.38) 

(4.39) 

(4.40) 

+ U~ U~~lJelJcPea) = 0, (4.41) 

and so on. In the above relations all e's can be differentiated 
away (at the expense of appearance of complicated sign fac­
tors). 

We see now that relations (4.38) with identifications 
(4.36)-(4.37) are just the first-order relations of the gauge 
algebra: the Noether identities (2.11). Redenoting the other 
U ::: as follows: 

U~/3 = - !T~/3( - Ira, 
U ik __ lEik (_ 1)[£a+£k(Ei+ I)) 

a/3- 4 a/3 ' 
U~~lJ = -lf~k( - 1)[EpHaE.H,<,,..), 

U ikj __ I D ikj (_ 1)[Ep+ EaE• + Ek + Eiki) 
a/36 - J6 af3lJ ' 

Eikj=EiEk + EkEj + EjE;, 

(4.42) 

(4.43) 

(4.44) 

(4.45) 

(4.46) 

we find that relations (4.39) coincide with the commutation 
relations (3.19), relations (4.40) are just the Jacobi identities 
(3.25), and relations (4.41) are the fourth-order structure re­
lations (3.26) ofthe gauge algebra. The symmetry properties 
(3.20)-(3.21) and (3.27)-(3.30) of the structure functions are 
fulfilled in consequence of the symmetry properties of the 
U:::. 

In the same way all higher-order structure relations of 
the algebra can be obtained as the relations which the master 
equation imposes upon the coefficients U:::, and the coeffi­
cients U::: can be identified with the structure functions of 
the gauge algebra. 10 Conservation of ghost number plays the 
role of a selection rule for the sets of indices which the struc­
ture functions can have. 

Thus the derivation of the gauge algebra reduces to the 
proof of existence of the corresponding solution of the mas­
ter equation. 
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V. EXISTENCE THEOREM 

The existence of the structure functions will be proved 
by induction given only the zeroth-order structure function: 
the gauge action Y(tp). Note that under the condition of 
ghost-number conservation the expansion of S in powers of 
the auxiliary fields e ,e*,tp * is in fact the expansion in terms of 
e: 

00 

S (tp,e;tp * ,e*) = S Ie ~ 0 + I Van"'at (tp,tp * ,e*)eat ... eOn, 
n~ I (5.1) 

in which the coefficients are finite polynomials in tp*,e* [cf. 
(4.35)]. Therefore, it suffices to carry out the induction with 
respect to the number n in (5.1), i.e., with respect to thenum­
ber of lower indices of the structure functions. 

Note also that conservation of ghost number allows to 
rewrite the boundary condition (4.22) as 

S le~o = Y(tp). (5.2) 

The second boundary condition (4.24) was introduced 
to make the solution proper and involved the gauge genera­
tors. However, according to Sec. II, the gauge action Y(tp) is 
the only initially given quantity, while the generators are 
already the first-order structure functions, whose existence 
should be a part of the general theorem. Therefore, it should 
be possible to avoid the introduction of the generators in the 
boundary conditions. Indeed, suffice it to require that 

ala,s I rank± e-O =m±. 
atp ~ ae

a 
'I' ~ '1'0 

(5.3) 

The content of the present work can be now packed into 
the following theorem. 

Theorem: Let Y(tp) be the gauge action satisfying Pos­
tulates 1 and 2 of Sec. II. Then a bosonic solution of the 
master equation (4.33), satisfying the boundary conditions 
(5.2) and (5.3), exists as expansion (5.1) with the conserved 
ghost number equal to zero. The coefficients of this expan­
sion are finite polynomials in tp* ,e* and are regular (infinite­
ly differentiable) functions of tp in some neighborhood of the 
stationary point tpo. The solution is proper. 

Proof First of all we shall prove that if the above solu­
tion exists, then it is proper. Indeed, as a consequence of 
ghost-number conservation and the boundary condition 
(5.2) the following values of fields and antifields correspond 
to a stationary point of S: 

(5.4) 

As a consequence of the same reasons, the Hessian of S at 
this stationary point has only the following nonvanishing 
elements: 

ala,s I ala,Y(tp) I 
atpiatpk ~::o = atp;atpk 'I'~'I'0' 

(5.5) 

ala,s I ala,S I 
atp~aea ~::o' aeaatpr ~::o· 

The rank of the Hessian at the stationary point is, therefore, 
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which makes 

r=(n -m) +2m =n +m (5.7) 

as a consequence of Postulate 2 [Eq. (2.13)] and the boundary 
condition (5.3). But the number of fields (9:/ and cal is also 
n + m. Therefore, equality (4.20) holds, and the solution is 
proper. 

Let us now formulate the requirements of the theorem 
to the coefficients of expansion (5.1). First of all the coeffi­
cients Va."'a ' must have the statistics and the symmetry of 

the monomial ca''''ca,: 
n 

E(Va .... a,) = L (Ea, + 1), 
;=1 

Va ."'a ' = (Vsym)a .... a, • 

(5.8) 

(5.9) 

[ For any quantity Xa .... a , this symmetry is defined as 

(X sym) - fj .... fj, X 
ano··a l - 1]an···a l Pn"'P, ' 

Further, the boundary condition (5.2) fixes the coefficient at 
c = 0, and the boundary condition (5.3) restricts the coeffi­
cient with n = 1: 

a/Va I rank± --.- =m±. 
aq;; 'P = 'Po 

(5.10) 

The coefficients Va .... a, (q;,q; *,c*) must be finite polynomials 
in q;* and c*, satisfying the requirement 

gh(Va .... a,)= -no (5.11) 
They must also be regular functions of q; in some neighbor­
hoodofq;o. Finally, under conditions (5.2), (5.8), and (5.9) the 
master equation (4.33) is equivalent to the following se­
quence of relations: 

fJVa, =0, 

fJVa .... a, = (BSYM)a .... a" n;;'2. 

(5.12) 

(5.13) 

Here fJ is the operator 

and 

a,Y a/ a/ 
fJ=----+v-

aq; ; aq;r a ac!' 

n-I 

L (- 1(·k 
k=1 

n 

Enk = n - k + LEa,' 
;=k+1 

(5.14) 

(5.15) 

The antibrackets in (5.15) concern the dependence of V .. on 
q;,q;*. 

The proof of existence will consist of three steps. We 
shall prove the following. 

(1) There exists Va, with all the required properties. 
(2) If for all 1 <n <N - 1 there exist functions Va .... a " 
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satisfying the requirements of the theorem, then the quantity 
(B SYM)aN" .. a, is constructed of these functions only and satis­
fies the identity 

fJ (B sym)aN" .. a, = O. (5.16) 

(3) Identity (5.16) is necessary and sufficient for the exis­
tence of the Nth-order function VaN" .. a, with all the required 
properties, if the lower-order functions Va .... a ,' l<n<N - 1 
possess these properties. 

Let us tum to the proof. 
(1) As shown in Sec. II, Postulate 2 is equivalent to 2"'. 

Thus in some neighborhood of q;o there exist regular func­
tions R ~ (q; ) satisyfing relations (2.11) and (2.12). Define 

(5.17) 

It is easy to verify that this Va, possesses all the required 
properties. In particular, (5.12) follows from (2.11), and 
(5.10) follows from (2.12). 

(2) The first-order function Va" satisfying requirement 
(5.11), cannot depend on c*: 

a/Va, = o. 
ac; 

(5.18) 

[This is of course fulfilled in the solution (5.17).] Therefore, 
the term containing (5.18) in the sum (5.15) vanishes. As a 
result the quantity BaN" .. a, contains only Va .... a, with 
l<n<N -1. 

Given Va .... a , for 1 <n<N - 1, we may construct a par-
tial sum of the series (5.1): 

N-I 
SN_I = Y(q;) + L Van ... a,ca' ... ca., N;;.2. (5.19) 

n=l 

By direct computation we find 

-!(SN_I,sN_!l= -fJVa,ca, 

N-I 
+ L [Ba .... a, - fJVa .... a, ]ca' ... c

a
• 

n=2 

+ (5.20) 

Since, by assumption, the functions V .. , entering the partial 
sum (5.19), satisfy relations (5.12)-(5.13), we have 

Let us now use the cyclic identity (4.9), 

((SN _ I,sN - 1 ),SN _ 1 )===0. 

Note that by assumption, 

gh(S N _ I) = o. 
Therefore, 

a/SN _ 1 () a/SN _ 1 ( 2) --- =oc, =oc . 
aq;r ac! 

(5.21) 

(5.22) 

(5.23) 

(5.24) 

Inserting (5.21) and (5.19) into (5.22) and using (5.24), we 
obtain 

(5.25) 

Hence identity (5.16). 
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(3) The operator fJ, defined in (5.14), contains the first­
order function Va whose existence is proved already. Using 
equation (5.12) for this function, we find that the operator fJ 
is nilpotent 

fJ 2 = O. (5.26) 

Since (B'ym )aN" .. a, contains only Van"'a' with 
l<n<N - 1, relation (5.13) becomes a linear inhomogen­
eous equation for the Nth-order function VaN" .. a,. Applying 
the operator fJ to this equation and using (5.26) we prove that 
identity (5.16) is necessary for the existence of a solution. 

To prove that identity (5.16) is sufficient for the exis­
tence of a solution, consider a function B (qJ,qJ * ,c*), which is 
regular in some neighborhood of the point 

qJ = qJo, qJ * = 0, c* = 0, 

satisfies the equation 

fJB (qJ,qJ *,c*) = 0, 

and vanishes on the surface 

(5.27) 

(5.28) 

qJ E~, qJ * = 0, c* = 0, (5.29) 

where ~ is the stationary orbit (see Sec. II). We shall prove 
that any such B (qJ,qJ *,c*) has the form 

B (qJ,qJ *,c*) = fJV(qJ,qJ *,c*), (5.30) 

where V(qJ,qJ *,c*) is a regular function, for which we shall 
obtain an explicit representation. 

To solve Eq. (5.28), rewrite expression (5.14) for the op­
erator fJ as 

a/ a/ a/ 
fJ=Y - +Y - + V (5.31) 

A a * a a * a ac*' qJA qJa a 

where Y A and Y a are the subsets from Postulate 2. This 
defines the division of the set of variables qJr into two subsets 

qJ r = (qJ ~,qJ :). (5.32) 

For the subset qJ: the following condition is true: 

a/vp I rank-- =m. 
aqJ: 'P = 'Po 

(5.33) 

The proof uses relations (5.lOH5.12) and exactly repeats the 
proof of condition (2.29) in Sec. II. 

Due to condition (5.33) we may introduce Va as inde­
pendent variables instead of qJ: in Eq. (5.28). Simultaneously 
we shall introduce the reparametrization (2.14) of the field 
qJ;. Thus we make the following replacement of variables in 
Eq. (5.28): 

(qJ,qJ * ,c*) = (qJ 'A ,qJ 'a,qJ ~ ,qJ : ,c:) 

-(JA ,qJ 'a,qJ ~,Va'c:). (5.34) 

Introducing the collective notation 

G; = (JA,Va ), P; = (qJ~,c:), (5.35) 

we find that operator fJ and Eq. (5.28) in the new variables 
take the form [the derivation uses relation (5.12)] 

a/ 
fJ = G· -, (5.36) 

'ap; 

(5.37) 
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where 

B (G,P,qJ 'a)=B (qJ,qJ * ,c*). (5.38) 

Note, that 

E(G;) = E(P;) + 1. (5.39) 

From the conditions imposed upon B (qJ,qJ * ,c*) it fol­
lows that the function B (G,P,qJ 'a) is regular near the surface 

G=O, p=o (5.40) 

and vanishes on this surface. ThusB (G,P,qJ 'a) satisfies all the 
conditions of the lemma proved in Appendix A. Hence, 

- , ( a,) ( al ) B (G,P,qJ a) = G; ap; Pk aG
k 

1'- , dx X B (xG,xP,qJ a) -. 
o X 

(5.41) 

This gives us representation (5.30) with 

al 1'- , dx V(qJ,qJ *,c*) = Pk -- B (xG,xP,qJ a)_. 
aGk ° X 

(5.42) 

Now we must identify B (qJ,qJ *,c*) with the quantity 
(Bsym )aN" .. a, and V (qJ,qJ * ,c*) with the Nth-order function 
VaN" .. a,. For this purpose consider expression (5.15). If all 
Van ... a" l<n<N - 1, entering this expression are regular 
functions of qJ and finite polynomials in qJ* ,c* with the ghost 
numbers (5.11), then BaN" .. a, is also a regular function of qJ 
and a finite polynomial in qJ* ,c* with the ghost number 

gh(BaN" .. a,) = - N + 1, N>2. (5.43) 

By virtue of (5.43), BaN" .. a, vanishes when qJ* = c* = O. In 
particular, it vanishes on the surface (5.29). Finally, the sym­
metrized BaN" .. a, satisifes Eq. (5.28). Therefore, representa­
tion (5.30) is valid for 

B (qJ,qJ * ,c*) = (B sym)aN" .. a, . (5.44) 

Thus we proved that there exists a Nth-order function 

V(qJ,qJ *,c*) = VaN" .. a" (5.45) 

which satisfies Eq. (5.13). Let us prove that this function 
satisfies all the other requirements of the theorem. For this 
purpose consider representation (5.42) for quantities (5.45) 
and (5.44). From this representation we conclude that VaN" .. a, 
has the symmetry of (B sym)aN" .. a,. Hence, property (5.9). We 
also conclude that 

E( VaN" .. a,) = E(BaN" .. a,) + 1, 

because 

(5.46) 

E (Pk~) = 1. (5.47) 
aGk 

If the lower-order functions Van ... a" l<n<N - 1, possess 
property (5.8), then from (5.15) 

N 

E(BaN" .. a,) = L (Ea, + 1) + 1. (5.48) 
;=1 

Hence, property (5.8) for n = N. 
To trace conservation of the ghost number, note that 

replacement (5.34) is linear in antifields, and replacement 

(5.49) 
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is equivalent to 

q; *-xq; *, c*-xc*, J(q; )-xJ(q;). (5.50) 

Therefore, if B (q;,q; * ,c*) is a finite polynomial in q;* ,c* with a 
conserved ghost number, then the integral in (5.42) is also a 
finite polynomial in q;* ,c* with the same ghost number. Not­
ing that operator Pk a/aGk preserves polynomiality in 
q;*,c*, and 

gh (Pk~) = - 1, 
aGk 

we conclude from (5.42) that 

gh(VaN .. a,) = gh(BaN .. a,) - 1. 

(5.51) 

(5.52) 

Together with (5.43) this proves property (5.11) of the Nth­
order function. 

Finally, from representation (5.42) we conclude that 
VaN .. a, is a regular function of q; since B aN .. a, ' constructed of 
the lower-order functions, possesses this property. This 
completes the proof of the theorem. 

VI. ON TRANSFORMATIONS OF THE BASIS OF GAUGE 
ALGEBRA 

A solution of the master equation, satisfying the re­
quirements of the above theorem, is not unique. Indeed, giv­
en the functions Va .".a , of the first N - 1 orders, we have the 
linear inhomogeneous equation (5.13) for the Nth-order 
function. Let VaN .. a, and VaN .. a, be two solutions of this 
equation. Then their difference satisfies the corresponding 
homogeneous equation: 

!J (VaN .. a, - VaN .. a,) = O. (6.1) 

This is just Eq. (5.28). Moreover, the difference V .. - V .. 
satisfies all the conditions imposed on B (q;,q; *,c*) in (5.28). 
Hence, we find the general solution 

(6.2) 

HereXaN .. a , is a regular function of q; and a finite polynomial 
in q;* ,c*, possessing the properties 

X aN .. a , = (XSym)aN .. a" 
N 

E(XaN .. a,) = I (Ea, + 1) + 1, 
i=1 

gh(XaN .. a, ) = - N - 1. 

(6.3) 

(6.4) 

(6.5) 

At N = lone must also require (5.10) for both Va, and Va, . 
Otherwise XaN .. a, is arbitrary. 

Thus, given the gauge action Y"(q;), the first-order func­
tion Va is defined up to a transformation (6.2) at N = 1. The 
second-order function Va,a, possesses the extra arbitrariness 
in a transformation (6.2) at N = 2, and so on. The total arbi­
trariness of a solution is described by a set of functions 

{Xa .".a , (q;,q; * ,c*); 1 <n < 00 J (6.6) 

possessing the above properties. Such a set is equivalent to 
one fermion function of all variables: 

(6.7) 

which can be used as generator of a canonical transforma­
tion in the space of fields and antifields. 12

,16 It can be shown 
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that such a canonical transformation of S (q;,c;q; * ,c*) is equi­
valent to the sequence of transformations (6.2). Thus a solu­
tion of the master equation, possessing the required proper­
ties, is unique up to a smooth canonical transformation 
preserving the boundary conditions (5.2), (5.3), and the ghost 
number of S. 12 

The structure functions of gauge algebra are the coeffi­
cients of expansion of V .. (q;,q; * ,c*) in powers of q;* ,c*. A 
transformation (6.2) of V .. (or a canonical transformation of 
S) is equivalent to some transformation of the structure func­
tions. This transformation may be regarded as a change of 
the basis of gauge algebra. In particular, transformation (6.2) 
at N = 1 is equivalent to the following change of the basis of 
generators: 

. a/va 
R~(q;)==--, (6.8) 

aq; r 
R ~ (q;) = R 1(q; )A ~ (q; ) + a,~(:) K :i(q; ). (6.9) 

Here A ~ (q; ) and K :i(q; ) are regular functions, such that 

kA PI - K ni - Kin( I)E.E, ran a <P = <Po - m, a - - a - • (6.10) 

One can verify independently, that, given the gauge action 
Y"(q;), the generators R ~ (q; ) are defined by Eqs. (2.11 )-(2.12) 
up to a transformation (6.9). 

In specific bases some structure functions may vanish, 
and the structure relations of the algebra may look simpler. 
We shall say that the basis is of rank s, if the functions Va .".a , 

of order n > s vanish. [In view of condition (5.10), rank can­
not be smaller than 1.] 

The following simple theorem gives the possibility to 
establish the rank of a basis, given its functions V .. of the first 
s orders. 

Theorem: A given set of functions of the first s orders 

Va .... a " l<n<s (6.11) 

can be continued as the basis of rank s 

(6.12) 

if and only if the functions (6.11)-(6.12) satisfy s "strong" 
identities 

(B sym)a .... a, =0, s + 1 <n<2s. (6.13) 

The proof is based on Eq. (5.20). 
In Refs. 11 and 12 a proof has been given, that for any 

gauge theory there exists a basis of rank 1, i.e., a basis in 
which the gauge algebra is abelian. (See also Ref. 16.) Using 
boldface for quantities in the abelian basis, we have 

(6.14) 

and the master equation (S,S) = 0 is exhausted by relations 

(6.15) 

aRi a Ri 
_' _a_ R~ _ ( _ 1 (aEp ~ R! = O. (6.16) 
aq; k aq; k 

The abelian generators R~ are connected with generators in 
any other basis by a transformation (6.9), and all higher­
order structure functions in the abelian basis vanish. 
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The above result ofR-efs. 11 and 12 makes the fact of the 
existence of a solution for S obvious. What is not obvious, is 
the existence of Nth-order structure functions when the low­
er-order functions are given in an arbitrary basis. Just this is 
proved in the present paper. In particular, we prove that for 
generators in any basis the commutation relations are of the 
form (3.19). In other words, the present existence theorem 
guarantees that the most general form of structure relations 
is obtained. 

The significance of the general basis is connected with 
the covariant-quantization conjecture in field theory. 17 Ad­
ditional requirements, existing in field theory, such as local­
ity and Lorentz covariance, destroy the democracy of the 
bases. It is supposed, that for a local and covariant gauge 
action there exists a basis of the gauge algebra, in which all 
structure functions are local and covariant. This is the first 
part of the covariant-quantization conjecture. In the known 
examples the local and covariant basis exists and is generally 
nonabelian and open. 8,15,18,19 (On the other hand, examples 
are unknown, where the rank of the local and covariant basis 
would exceed 2,) Here a reservation is needed, however. In 
the present paper the gauge albegra is constructed in the 
irreducible basis [condition (2.12) or (5.10)). There are, how­
ever, field-theoretic examples, in which a local, covariant, 
and irreducible basis does not exist. The local and covariant 
generators in these theories are linearly dependent. There­
fore, the construction of gauge algebra should be generalized 
to include reducible bases. Such a generalization is done in 
Refs. 13 and 14. The covariant-quantization conjecture 
should be understood in the sense of this generalization, 

The covariant-quantization conjecture concerns Feyn­
man rules for gauge theories. These rules are described by 
the functional integral, containing the action S (<1>;<1> *) and a 
measure.1O The measure ensures the independence of the 
functionalintegral of the choice of the basis for S (<I>; <I> *). The 
problem is, however, that the measure cannot be completly 
determined without an appeal to canonical quantization. 10 

The conjecture, on which all methods of covariant quantiza­
tion (Refs. 6, 9-14,20,and 21) are based, is that if the local 
basis is used for the construction of S (<1>;<1> *), then the mea­
sure may be ignored. 17 

If we add the condition of locality to the postulates of 
Sec. II, then Y(tp) will become the action of a dynamical 
system with first-class constraints. The Feynman rules for 
such systems, obtained by canonical quantization, are well 
known, 1-4,22,23 To prove the above conjecture, we must com­
pare the phase-space and configuration-space descriptions, 
For many examples such a comparison has been carried out 
(Refs. 2,5,22,24,25). It is almost evident, that the algebra of 
first-class constraints4 generates a local basis of the Lagran­
gian gauge algebra. However, in the general case the detailed 
correspondence between the two descriptions is not estab­
lished. 

APPENDIX A: LEMMA 

Here we shall prove the following lemma. 
Let G; and Pi> i = 1, ... ,n, be independent variables of 

the opposite statistics 
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E(G;) = E(P;) + 1. 

Consider the equation 

a[ 
G; -B(G,P) = o. 

ap; 

(AI) 

(A2) 

Lemma: Any solution of Eq. (A.2), which is regular 
near the point G = P = 0 and vanishes at this point 

B(O,O) =0, (A3) 

can be represented as 

B(G,P) = (G;!'!"') (Pk~) 
ap; aGk 

Sa
l d 

X B(xG,xP)...!.... 
o x 

(A4) 

Proof Operating with Pka[laGk on Eq. (A2) and using 
the identities 

Replace here 

G;--+xG;, P;--+xPi> (A8) 

where x is a numerical parameter. This gives 

d ( a[ ) ( a[) x-B(xG,xP) = G; - Pk - B(xG,xP). 
dx ap; aGk (A9) 

Thus one obtains 

(A 10) 

The existence of the limit xo--+O is guaranteed by the regular­
ity of B (G,P) and by condition (A3). Hence, representation 
(A4). 

APPENDIX B: CLASSIFICATION OF THEORIES WITH A 
DEGENERATE HESSIAN OF THE ACTION 

Here we shall show that the postulates, adopted in the 
present paper, are the necessary conditions for the existence 
of loop expansion in quantum theory. For this purpose we 
shall consider theories which do not satisfy Postulate 2. As a 
preliminary we shall give one more (fifth already) equivalent 
formulation of Postulate 2. 
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Theorem: Postulate 2 is equivalent to the (local) exis-
tence of a regular reparametrization 

tpi_(5A,/JI'), (B1) 

i = 1, ... ,n; A = 1, ... ,(n - m); f.L = 1, ... ,m; 

rank a(t,~) I = n, (B2) 
atp' 'P = 'Po 

such that in the new variables the action does not depend on 
m field components 

ary ==0 (B3) 
a()I' 

and satisfies the relation 

rank =n-m arary I 
atAat B 

'P='Po 

(B4) 

with respect to the remaining (n - m) components. 
Proof It is easy to derive Postulate 2 from the existence 

ofreparametrization (B1)-(B4). Indeed, from (B3) we have 

ary(tp) Ri ( )==0 (BS) 
a · ptp , 

cp' 
where 

. artp i 
R~ (tp) = ao p' (B6) 

Relations 

rank R~ I'P = 'Po = m, E(R~) = Ei + Ep (B7) 

follow from (B6) and (B2), and relation (2.13) follows from 
(B4) and (B3). 

It is not easy to derive the existence of reparametriza­
tion (B1)-(B4) from Postulate 2. This derivation is the main 
result of Ref. 12. Note that expression (B6) defines the 
Noether generators in the abelian basis (6.14). 

Let us now justify our postulates. The possibility to ex­
pand the action at a stationary point 

1 arary I ·)k 
Y(tp) = Y(tpo) + "2 a ia k (tp - tpo)'(tp - tpo 

tp cp 'Po 

1 ararary I + --:....----
3! atp iatp katp m 'Po 

X (tp - tpontp - tpO)k (tp - tpO)m + ... (BS) 

is the necessary condition for the applicability of the stan­
dard loop technique. Hence, Postulate 1. 

Consider next the Hessian of Y at the stationary point. 
Generally 

alarY I rank =n -m, 
atp i atp k 'Po 

(B9) 

O<m<n. (BlO) 

If m i= 0, the Hessian has zero-eigenvalue eigenvectors 

al~rY.1 Aj=O, Aj¢O. (Bll) 
atp , atp] 'Po 

LetA -:" a = 1, ... , be such a set of zero-eigenvalue eigen­
vectors, that any Aj from (B 11) is a linear combination of 
A-:'.Let 

r=rankA-:'. (B12) 
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Generally, 

O<r<m. (B13) 

The case r < m takes place if and only if there exist nonvan­
ishing zero-eigenvalue eigenvectors Aj which consist only of 
noninvertib1e components. 

There are only three different types of theories accord­
ing to the following classification. Consider a regular repara­
metrization in a neighborhood of tpo 

. . artp i I )k 
tp , = tp ~ + a (j5 k 0 (q3 - (j5o 

1 arartp i I 1m - )klm -)n + - Itp - tpo Itp - tpO + .... 
2 a(j5ka(j5n 0 

(B14) 

If m i= 0, we may try to choose the linear term of this replace­
ment so as to eliminate m variables (q3 - (j5o)a from the qua­
dratic term of (BS). This is equivalent to requiring 

a1ary I artpj I = 0, 
atp i atpj 'Po a (j5 a 0 

artpj I rank-- =m. 
a(j5a 0 

(B1S) 

From (Bll)-(B13) we conclude that the elimination of m 
variables from the quadratic term of the action is possible if 
and only if r = m. If it is impossible to eliminate m variables 
from the quadratic term of the action, we have a theory of the 
first type. 

If m variables (q3 - (j5ot do not enter the quadratic term. 
of the action, we may try to eliminate them also from the 
cubic term of the action by the choice of the quadratic term 
of replacement (B14). This can be done if and only if the 
three-point vertex in (BS) satisfies the constraint 

ararary I AiAkAm(_lj"a(E.+Em)+E,sEm=o 
atp i atp k atp m 'Po aPr '(B16) 

Ea=EW), rank A ~ = m. 

If m variables (q3 - (j5ot do not enter the quadratic and cubic 
terms of the action, then we may try to eliminate them also 
from the quartic term. This requires the fulfillment of a cer­
tain constraint for the four-point vertex, and so on. If it is 
possible to eliminate m variables from the first N - 1 terms 
of the action (BS) and impossible to eliminate them from the 
Nth term (N;;;'3), we have a theory of the second type. 

There remains the case when m variables can be com­
pletely eliminated from the action by a regular reparametri­
zation. In this case we have a theory of the third type. The 
case m = 0 is the particular case of this type. 

Theories of the first type are most unusual. The space of 
solutions of their linearized equations has a nontrivial zero­
dimensional subspace. Theories of the second type are essen­
tially nonlinear at the stationary point. Theories of the third 
type are normal theories with (n - m) field components and 
a nondegenerate Hessian. 

According to the theorem, formulated at the beginning 
of this Appendix, Postulate 2 is equivalent to the condition 
that the theory belongs to the third type. 
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Because of the degeneration of the Hessian the standard 
loop technique is evidently inapplicable to theories of the 
first and second types. This leaves us with Postulate 2. 

The following examples illustrate the above classifica­
tion: 

Here a is a boson parameter. If a is invertible, this is the 
third-type theory with n - m = 1. If a = 0, this is the third­
type theory with n - m = O. If a is noninvertible and non­
zero, this is the theory of the first type. 

(2) Y(cp) = cp4, E(cp) = O. 

This is the theory of the second type. 

(3) Y(~,t/J,cp) = # + #cp2 + ifni + 'iit/J, 

E(~) = E(t/J) = 1, E(cp) = O. 

Here ~,t/J, and cp are independent field variables, and'ii,'T] are 
fermion parameters (sources). If'ii'T] = 0, this is the normal 
(third-type) gauge theory. If'ii'T] #0, this is the theory of the 
first type. 

(4) Y(t/Ji) = t/Jd/2t/J3t/J4' 

E(t/Ji) = 1, i = 1,2,3,4. 

Depending on the choice of the stationary point, this theory 
is either essentially nonlinear (the second type) or belongs to 
the first type. 
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Massive scalar and spin! fields are considered on a two-dimensional space-time with constant 
background curvature and in the presence of an external constant field. For each case, the Euler­
Heisenberg effective action and the pair creation rate and their dependence on both the curvature 
and external field is determined exactly. 

I. INTRODUCTION 
One approach to the problem of gravitational quantum 

field theory that has developed consists of treating the gravi­
tational field as a background external classical field in a 
quadratic quantum Lagrangian giving the quantum fluctu­
ations about the background field. I

•
2 The object is then to 

determine the dependence of the ground state energy on this 
external field. Thus the essential problem that is being con­
sidered, which has a history going back to the work of Casi­
mir,3 Euler and Heisenberg,4 and Schwinger,5 is the evalua­
tion of the effective action and pair creation rate in an 
external field. The solution to this problem, at least at a for­
mal level, is well known, as the quantum Lagrangian is qua­
dratic. That is, the effective action, etc. is given by the loga­
rithmic determinant of a second-order differential operator 
depending on the external field. I

•
6

•
7 In spite of this formal 

solution, there are but a few examples for which the effective 
action can be determined explicitly. In this paper we consid­
er a two-dimensional space-time on which there is a back­
ground metric defined and in addition we have an external 
field acting. The spatial fluctuations of the background fields 
are kept minimal by making those fields constant and the 
space-time is such that the Wick-rotation trick may be em­
ployed. We determine the effective action and pair creation 
rate and their exact dependence on two parameters, one for 
the metric and the other for the external field. 

Thus we consider here the problem of a massive scalar­
Klein-Gordon field and of a massive Fermi-Dirac field 
which are on two-dimensional space-time with an external 
background metric whose curvature is constant and the 
fields are also in the presence of a constant external electro­
magnetic field (we will say what we mean by the term con­
stant later on). In each case we determine, exactly, the ex­
pressions for the Euler-Heisenberg effective action and for 
the rate of pair creation. 

The background space-time metric we have can be con­
sistently Wick-rotated8

•
9 and in fact is the Wick rotation of 

the Riemannian metric of the Poincare half-planeJO (the hy­
perbolic plane) which has constant negative curvature. 11 On 

-I Present address: Center for Nonlinear Studies, Los Alamas National Lab-
oratory, Los Alamos, New Mexico 87545. 

b) Laboratoire associe au CNRS. 
c) Irish Department of Education postdoctoral fellow. 
d) Present address. 

this Riemannian space, for the Klein-Gordon and Dirac 
fields we need only consider elliptic differential operators to 
compute the effective action, i.e., the logarithmic determi­
nant. We do this by obtaining the discrete and continuous 
eigenspectra of these elliptic operators exactly and we reduce 
the expression for the trace of the heat kernel and the zeta 
function to a simple contour integral. Taking the Wick rota­
tion of this log determinant we obtain from the real and 
imaginary parts the effective action and the rate of pair cre­
ation, respectively. The result of these computations are in 
Eqs. (4.6) and (4.9). 

The paper has been organized as follows: In Sec. II we 
consider the Klein-Gordon and Dirac fields on the Poincare 
half-plane in the presence of a constant electromagnetic 
field. In Sec. III we compute the effective action on this Rie­
mannian space. In Sec. IV we carry out the Wick rotation to 
the two-dimensional space-time. Finally, the Appendix con­
tains details pertaining to Sec. III. 

II. KLEIN-GORDON AND DIRAC OPERATORS ON THE 
POINCARE HALF-PLANE 

For any two-dimensional Riemannian manifold M we 
may choose isothermal (or conformal) coordinates (X I,x2) so 
that the metric takes the form 

d.r = A. (XI,x2)2(dxi + dxn (2.1) 

The scalar curvature on M is given by 

s= -A. -2(~ + ~)lnA.2. 
Bxi Bxi 

(2.2) 

For the Poincare half-plane the metric is given as 

A. (X I,x2) = a/xI, XI> 0, (2.3) 

in which case the curvature S is a negative constant 

S = - 2/a2
• (2.4) 

An electromagnetic field is obtained on Mby specifying 
a one-form A = Ai (X 1,x2)dXi

• The field strength is then given 
by 

(2.5) 

We are interested in a field strength which is constant on M 
and by this we mean that B is given, up to a constant of 
proportionality, by the volume form on M. Thus, in terms of 
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isothermal coordinates B is constant on M if, for some con­
stant k, 

B = k)., (XI,x2)2dxll\dx2' (2.6) 

This field strength is obtained from the gauge field A, in the 
Al = ° gauge, by 

aA2 (XI,x2) = k)., (X I,x2f. (2.7) 
aX I 

For the Poincare half-plane we take 

A = A2 dX2 = - (b Ixl )dx2, (2.8) 

to get a constant field strength 

B = (b Ixi)dxll\dx2 = (b la2lA (X I,X2)2 dx l l\dx2. (2.9) 

In terms of isothermal coordinates, the Klein-Gordon 
operator for a scalar particle of mass m in an external gauge 
field A is 

(2.10) 

~A =A -2(Di +Di), Di = ~ -iAi. (2.11) 
aXi 

Now on the Poincare half-plane using Eqs. (2.3) and (2.8) the 
Klein-Gordon operator is given by Eq. (2.10) where 

xi (az (a ib )2) ~A = -2 -2- + - + - . 
a aXI aX2 XI 

(2.12) 

For a spin! particle of mass m in an external gauge field 
A we have the following operator (with respect to isothermal 
coordinates): 

8 1 = filA +m, 
where 

filA =A -lY(Di + ~ ~(lnA)). 
2 aXi 

Here, [yl, Y 1 define a Clifford algebra 

yyj + yjy = Uij' 

(2.13) 

(2.14) 

(2.15) 

We will find it more convenient to consider, instead of the 
Dirac operator, the following operator: 

8 2 = - fil! + m2. (2.16) 

Moreover, the operator fil! may be written 

where 

F= EijDPj = - t( ~~: - ~~; ). (2.18) 

and Eij = - Eli' El2 = 1. For the Poincare half-plane with A 
given by Eq. (2.8) 

/,)[2 xi (az (a ib )2 
;;z/A=- --+ -+-

a2 axi aX2 Xl 

1 1 • .2 1 a) +-2-+ Yr --. 
4XI XI aX2 

(2.19) 
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III. EVALUATION OF LOG DETERMINANTS 

We now obtain the log determinant, on the Poincare 
half-plane, of the Klein-Gordon operator and the Dirac op­
erator for scalar and spinor particles of mass m in a constant 
external field. For the Dirac operator because of the charge 
conjugation symmetry of its log determinant it follows that 

In det (8)1 =! In det 8 2, (3.1) 

Thus we need only consider the elliptic operators % and 8 2 

in the Klein-Gordon and Dirac cases, respectively, and the 
computation of the log determinant proceeds via the heat 
kernel and zeta function. 1.6.7 

A. The Klein-Gordon operator 

The continuous and discrete eigenspectra of the opera­
tor %, given by Eqs. (2.10) and (2.12), and denoted [w~), 
t,6 ~U and [W~d), t,6 ~!k}, respectively, are as follows: % t,6 ~.) 
= w~·)t,6, where 

w~) = m2 + (1 + b 2 + -v)/a2, 0..:; v < 00, 

w~) = m2 + U + b 2 - (n +! -Ib W)/a2, 

n = 0,1, ... , O..:;n < Ib 1 -~, (3.2) 

and the eigenfunctions are 

t,6 ~~(XI,X2) = a-1(v,k, ± Ib I; XI,x2)' 

± kb >0, 0..:; v < 00, 

t,6~L(XI,x2)=a-1n(k,lbl; XI,x2), kb<O, 

n = 0,1, ... , O":;n < Ib 1 -!. 

(3.3) 

Here the functions/and/" are given in the Appendix. The 
eigenfunctions satisfy the following normalization condi­
tions: 

= 8 (v - v')8 (k - k '), 

(3.4) 

where all other inner products are zero. The heat kernel is 
given by 

(3.5) 

However, we cannot compute the trace of Hx directly, as 
the volume of the Poincare half-plane is infinite. Because 
H X (S;XI,x2;XI,x2) is independent of (X1,x2) we may proceed 
in the same way as for Euclidean space by factoring out the 
volume. Thus we have (see the Appendix) 
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and letting 

1 {Ib l -! suJd) 

= -2 L (Ib I - (n + !))e - n 

211"a n=O 

+ ! i OO 

dv v Im( qt (~ + iv - b ) 

+ qt (~ + iv + b ))e -sui~l 

f
L

2 iLl a2 
V= -2 dx l dx2 

-L2 E, Xl 

the trace of H3£ may be written 

Y 3£ (s) = Vy 3£ (s). 

(3.6) 

(3.7) 

A less cumbersome expression than Eq. (3.6) and (3.7) for the 
trace of the heat kernel can be obtained by integrating over a 
suitable contour in the complex v plane. Thus 

Y3£(S) = LdvP3£(V)e- SwiV
), (3.8) 

where 

P3£(V) = (V /4ra2i)v(qt(! + iv - b) + qtl! + iv + b)), 

Wry) = m 2 + (1 + b 2 + v)/a2
, (3.9) 

and the contour C is shown in Fig. I (a). The zeta function for 
% is given by the Mellin transform of Y 3£ (s), i.e., 

(a) 

C 

(b) 

C 

;3£(Z) = (r(z))-lioodS ,yZ-ly 3£ (s). 

Thus 

;3£(Z) = LdVP3£(V)W(V)-z. (3.10) 

However, this converges and defines an analytic function 
only for Re z > 1. To obtain In det % we need to analytically 
continue Eq. (3.10) to the origin. This may be done by isolat­
ing and removing from the integrand in Eq. (3.10) the terms 
which diverge most as v_ ± 00. The integral in the expres­
sion for the zeta function 

i V W(O)I-Z 
;3£(Z) = dVP3£(V)W(V)-Z + - --'--'---

c 41T z-1 ' 
(3.11) 

where C is as in Fig. l(b) and 

P3£(V) = P3£ (v) - (V 12ra2i)Vln v, (3.12) 

converges for Re z> - ! and;3£ is now analytic in a neigh­
borhood of the origin [see equation (A9) for the asymptotic 
expansion for \1']. Computing -; % (0) gives [C the same as 
for Eq. (3.11)] 

In det % = idV p3£(v)ln Wry) + ~w(O)(1 -In w(O)). 
c 41T 

(3.13) 

(e) 

C 

(d) 

C 

FIG. 1. The poles (denoted by 0) in (a) and (b) are at (± b + n + !)i and in (c) and (d) they are at (± b + n)i, (± b + n + I)i(n = 0,1, ... ). There are branch 
points (denoted by x) in (a) and (b) at ± i~(l + mV + b 2) and in (c) and (d) at ± i~(m2a2 + b 2). The only other branch point is at the origin in (b) and (d). 
(- - - - denotes a cut.) 
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B. The Dirac operator 

As a result of the comments at the beginning of this 
section we consider the operator (5)2 given by Eqs. (2.16) and 
(2.19) in order to compute the log determinant ofthe Dirac 
operator (5)1' The continuous and discrete eigenspectra of (5)2 

denoted {X~I,tfI% I.v.d and {xl;l),tflt.l;x):l',tfI~'I.n.k In>o, re­
spectively, are as follows: (5)2¢JJ = x~·'tfr.:L where 

x~) = m 2 + (b 2 + v)/a2
, 0..;; v < 00, 

X~I = m2 + (b 2 - (n - Ib W)/a2
, n = 0,1, ... , (3.14) 

O";;n< Ib I, 
and the eigenfunctions are 

¢f~~v.k(XI,X2) = eaa-l/(v,k, ± Ib - a/21;xt,x2)' 

±k(b-a/2»0, 0..;; v < 00, 

tflt.l(x l,x2) = e+ I a-I 10(k,lb I + ! ;XI,x2)' 

± b>O, kb<O, Ib I >0, 

±b>O, kb<O, n=I,2, ... , l..;;n<lbl. (3.15) 

Here a takes the values + 1 and - 1 and {e + I' e -11 con­
sists of orthonormal constant eigenvectors of ylr: ylre ± 

= ± ie ± I' The functions/' andln are given in the Appen­
dix. The eigenfunctions satisfy the following normalization 
conditions: 

= <5a.a·<5(v - v')<5(k - k '), 

= <5(k - k'), (3.16) 

where all other inner products are zero. The heat kernel is 
given by 

+ J:""dk loodVa~±le-SX~J 

X ¢f~~v.k (x 1,x2)¢f~~!.k (x; ,x~). 

(3.17) 

To compute the trace of H@, we proceed in the same way as 
for the Klein-Gordon case as we have that tr H@, 
X (S;X 1,x2;X 1,x2) is independent of (x 1,x2)' We obtain 
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Y@,(S) = Vtr H@,(s;XI,x2;XI,x2) 

= --; {Ib le-sx!,d
J + 2 r lib 1- n)e-sx!;,J 

21Ta n= I 

+ ~ roo dv v Im(lf/(iv - b) + If/(iv - b + 1) 
1T Jo 

+ If/(iv + b + 1) + If/(iv + b))e -sxl~'}. (3.18) 

Again by going to the complex v plane we can write 

Y@,(s)= Ldvp@,(V)e-sx(V), (3.19) 

where 

p@,(v) = (V /4ra2zjv(lf/(iv - b) + If/(iv - b + 1) 

+ If/(iv + b + 1) + If/(iv + b)), 

(3.20) 

and the contour Cis shown in Fig. l(c). The zeta function of 
(5)2 is again given by the Mellin transform of Y@" i.e., 

;-@,(z)= LdVP@,(V)X(V)-z. (3.21) 

Convergence and analyticity of this function only occurs for 
Rez> 1. Again we must analytically continue Eq. (3.21) to 
the origin and this is done in the same way as was done for 
Eq. (3.11). We obtain 

;-@,(z)=dvp@,(v)X(v)-z+--X--, i V (O)-Z 

C 21T z-1 
(3.22) 

where Cis as in Fig. l(d) and 

p@,(v) =P@,(v)- (V /ra2;)vln v. (3.23) 

Now ;-@,(z) is given by a convergent integral for Re z > - ! 
and is analytic in a neighborhood of the origin. The log deter­
minant is given by -;-~, (0), i.e., [C as for Eq. (3.33)] 

In det (5)2 = ( dvp@,(v) Inx(v) + ~ X (0)(1 -lnx (0)). Jc 21T 
(3.24) 

IV. EFFECTIVE ACTION AND PAIR CREATION 

We now compute the rate of pair creation and the effec­
tive action for the Klein-Gordon and Dirac fields of mass m 
in the presence of an external constant electromagnetic field 
and on a two-dimensional space-time with line element 

d~ = (a2/t 2)( - dt 2 + dx2), (4.1) 

which has constant curvature. We do this by taking the com­
putations of the previous section, which were for the Rie­
mannian metric (2.1) and (2.3), and performing a Wick rota­
tion. This is possible for the above line element (4.1) as it 
admits a smooth timelike vector field whose integral curves 
have infinite proper length. 8.9 

For our case, the Wick rotation is implemented by con­
sidering the following family of Riemannian metrics: 

d~ = (a2/~)(ydYi + dy~), y>O. (4.2) 

By a change of coordinates, XI = y1/2YI' x2 = Y2, the metric 
(4.2) becomes 
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0 0 

0 0 

(a) 
0 0 

(e) 

0 0 

0 0 

0 0 
C 

C 

00 00 

00 00 
0 0 

(b) 00 00 

00 00 (d) 

00 00 
0 0 

00 00 C 

C 

FIG. 2. The poles in (b) and (c) are at ± b + (n + Wand in (d) they are at ± b + ni, ± b + (n + I)i(n = 0,1, ... ). In (b), (c), and (d) the branch points are at 0, 
± i,JU - m2a2 - b 2); 0, ± ,JmV + b 2 -1); and 0, ± ,J(mV + b 2), respectively. The situation in (a) is identical to that of Fig. l(b) except that in (a) 
m2a2 + b 2 < 1. (The symbols used in this figure are the same as in Fig. I.) 

(4.3) 

Making explicit the a and b dependence of the Klein-Gor­
don, Dirac, and Dirac-squared operators as given by equa­
tions (2.lOH2.12), (2.13), and (2.14), and (2.16) and (2.17), 
respectively, by writing % = %(a,b), (91 = (91(a,b), and 
(92 = (92(a,b), then the Klein-Gordon, Dirac, and Dirac­
squared operators for a field of mass m in the presence of the 
electromagnetic field (2.8) and on the two-dimensional space 
with metric (4.3) are %(yI/2a, yI/2b), (91(yI/2a, yI/2b), and 
@2(yI/2a, yI/2b), as can be readily checked. The correspond­
ing zeta functions ;%(y1I'a,yll'b) (z), ;@,(y1l2a,yll'b)(Z) are as given 
in the previous section with the replacement of (a,b) by 
(yI/2a, yI/2b). 

The next step is to consider is that of analytically con­
tinuing in the y plane to y = e(1T-O)i. The Klein-Gordon­
Dirac and Dirac-squared operators become operators with 
respect to the space-time metric (4.1) denoted %(a,b), 
81(a,b), and 82(a,b), respectively. The functions 
;Y(yll'a,y,I'b)(Z), ;@,(yll2a,y1I'b)(Z) are analytically continued in 

I 
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the y plane to y = e(1T-O)i while maintaining analyticity in a 
neighborhood of the origin in the z plane. The resulting ex­
e.ressions we take to be the zeta functions for %(a,b ) and 
@2(a,b ) denoted; Y(a,b ) (z) and;@,(qJ> ) (z), respectively. For the 
logarithmic determinants In det %(a,b ), In det 82(a,b ), we 
compu!e - (d Idz);Y(a,b..lJO), - (d Idz);@,(a,b)(O) and then 
In det @l(a,b) =! In det@2(a,b). The real and imaginary 
parts of the logarithmic determinant give the Euler-Heisen­
berg effective action and the rate of pair creation, respective­
ly. 

A. The Kleln-Gordon operator 
Substituting a~rI/2a, hyl/2b in equations (3.9), 

(3.11), and (3.12) for thez-analytically continued zeta func­
tion we consider its analytic continuation to y = e(1T - O)i in 
the y plane. The analytic structure and the contour of inte­
gration C in the z-plane gets deformed from the situation as 
shown in Fig. 2(a) to that of Fig. 2(b) when! > b 2 + m 2a2 and 
from Fig. l(b) to Fig. 2(c) when !<b 2 + m 2a2

• The zeta func­
tion ;Y(a,b) (z) so obtained may be written in the form 
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where 

7lb(v) = Im(lP(i(v + b) +!) + lfI(i(v - b) + m - 11', 

w(v) = m2 + (b 2 - ! - v)/a2
• (4.5) 

The real and imaginary parts of the logarithmic determinant 
are as follows: 

Re(ln det %(a,b )) 

= (V /~){ + 11'Iw(0)1(1 -lnlw(O)I) 

- :2 L"'VdV7lb (v)ln IW(v)I}, 

± ( ! _ (b 2 + m2a2 ));;;;.0, 

Im(lo det %(a,b ) 

= ;: { -11'Iw(0)1 + :2 fO VdV7h(V)}, 

!>b 2 + m2a2
, 

V 100 

=-22 VdV7h(v),!..;b2+m2a2. 
11'a J=(m~'a"-' +cob--'-' -_ --.-c1l=4) 

(4.6) 

B. The Dirac operator 
Substitutinga--+rl/2a, hrl/2b in Eq. (3.20), (3.22), and 

(3.23) we again consider the analytic continuation to 
r = e(1r- Olio The analytic structure and contour of integra­
tion in the z plane gets deformed from the situation in Fig. 
l(d) to that in Fig. 2(d) (the contour in the latter figure cir­
cumvents the poles which come to lie on the real-z axis). The 
zeta function so obtained is 

(4.7) 

whereP denotes the Cauchy principal value of the improper 
integral and where 

xlv) = m 2 + (b 2 - v)/a2
, 

,ub(V) = Im(lfI(i(v + b)) + lfI(i(v - b)) + lfI(i(v + b) + 1) 

+ lfI(i(v - b) + 1)) - 211'. (4.8) 

The real and imaginary parts of the logarithmic determinant 
are as follows [In det 81(a,b) = ! In det 82(a,b I]: 

Re(ln det €J1(a,b)) 

- :2 p 100 

vdv,ub(v)ln Ix(v)I}, 

Im(ln det @l(a,b )) 

V 100 

= --2 VdV,ub(V). 
411'a J=(m"r'a"-' +COb""') 
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(4.9) 

APPENDIX: DEFINITION AND PROPERTIES OF THE 
FUNCTIONS f AND fn 

The functions/and/", which were used in the text to 
give the eigenfunctions of the Klein-Gordon and Dirac op­
erators, are now defined and some of their properties are 
discussed. 

We take/ to be the following function: 

/(v,k,/3;x I,X2) 

= (v sinh 21TV )1I2Jr(iV -(3 + uJe-ikx2 
4~lkl 

X Wp,iv(2lk Ixd, (AI) 

where F(·) denotes the gamma function and W,.(·) denotes 
the solution ofthe Whittaker equation, i.e., 

{ 
d 2 ( 1 (3 1 _,u2 )} 
dz2 + -"4 + -;- + T Wp,l'(z) =0, (A2) 

which can be expressed in terms of the confluent hypergeo­
metric function 

M (a,b;z) = 1 + ~ z + ala + 1) z2 + ... 
b b(b+l) 

in the following way: 

W. (Z)=ZI/2e -Z/2 p,l' 

X { F(2,u) z-I'M(! -,u - (3,1 - 2,u;Z) 
F(! +,u-(3) 

+ r(-2,u) zl'M(!+,u-{3,1+2,u;Z)}. (A3) 
F(! -,u -(3) 

We take/" to be the following function: 

fn (k,/3;x 1,x2) 

= ( n!(2{3 - 2n - 1) )1/2e-ikx2e-lklx. 
41Tlk Ir(2{3 - n) 

X(21k IXt!'I-nL ~p- 2n - 1)(2Ik Ixd, (A4) 

with {3>0 and n is an integer such that O..;n<f3 -!. Here 
L ~)(z) = (F(n + a + 1)/(n!F(a + I)))M( - n,a + 1;Z) de­
notes the associated Laguerre polynomial of degree n. 12 

It follows by the properties of W,. (.) and L ~')H that the 
functions/ and/n satisfy the following eigenvalue problems: 

i ~ I/(v,k,/3;x l ,x2) = {kf (V,k,/3;XI,X2)' 
JX2 lrn (k,/3;x I'X2) kfn (k,/3;x 1,x2), 

-xi(L _ k 2 + 21k 1(3)If(v,k,/3;XI,x2) 
Jxi XI lrn(k,/3;X I,x2) 

__ {(! + v) + /(V,k,/32;X I,x2)' O..;v< 00, 

(! - ({3 - n -!) )/,,(k,/3;XI,x2)' O..;n -!. (AS) 

Moreover, the multiplicative constants in/ and/n have been 
chosen in such a way that the following normalization condi­
tions hold: 

Joo roo ~dXI dx2/*(v,k,/3;x l ,x2)f(v',k ',/3;XI,x2) 
- ooJo XI 

= t5(v - v')t5(k - k '), 
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(the inner product offandfn being zero). 
We have the following integral identities involving the 

functions W,.H andL ~.)(.)13 

100 

dz e - Zz"(L l.")(zW = r (a + n + 1 )In! 

= a 100 

dz e - Zz" - I(L l.")(zW, 

100 1 
dz - (Wp*, (zW 

o z 

_ 17"( IJi (! + Jl - /3) - IJi (! - Jl - /3 )) 
- sin(21TJl)r(~ +Jl-/3)rB -Jl-/3)' 

(A7) 

where IJi (z) = (d / dz)ln r (z). From these we obtain for f and 
/,.: 

(AS) 

Finally, by making use of the asymptotic expansion of 
the IJi function 12 

1 1 1 
lJi(z) = lnz - 2z - l~ + 120z4 + ... , (A9) 
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as Izl-oo, IArgzl<1Twehave 

Im(1Ji (! + iv - /3) + 1Ji(! + iv + /3)) = 1T + 0 (v- 3
), 

(AlO) 

as V-oo. Equation (AlO) is used in the computation of the 
analytic continuation of the zeta function. 
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The concept of homogeneity for a gauge field is introduced as an appropriate geometrical 
interpretation of the symmetric properties of the gauge field relative to a group of space-time 
transformations. It is more general than the formulation in terms of an invariant connection, as 
illustrated by an example on translational symmetries. Sufficient conditions are given for 
invariance to be equivalent to homogeneity. Both finite and infinitesimal symmetries are treated. 

I. INTRODUCTION 

The main application of results describing symmetric 
gauge fields has been to find in a systematic way, solutions of 
the Yang-Mills equations. 

In recent years, a general definition of an infinitesimal 
space-time symmetry for gauge fields was proposed by Berg­
mann and Flaherty. I Forgacs and Manton2 extended the de­
finition to include several symmetries. Meanwhile Hamad, 
Vinet, and Shnider3 considered a group of finite symmetries 
that are transformations of space-time, and concluded that 
the geometric representation of a symmetric gauge field 
should be an invariant connection. There are other papers4

-6 

which deal with space-time symmetries in gauge theories. In 
all these, the same assumptions are made to formulate the 
definition. In this paper, weaker assumptions are made and 
the resulting symmetry condition is termed "homogeneity" 
as in Brown and Weisberger,7 where a special group ofsym­
metries is treated from the following point of view. 

Let M be a space-time manifold on which a (Lie) group 
H acts smoothly and P, a principal G-bundle on M. A gauge 
field on M (with gauge group G ) is defined by a connection 
form cu on P. The field is said to be homogeneous (of class Ck

) 

relative to H if the action of H on M lifts to a map 

L:HXP-+P 
(of class Ck

) such that for each h in H, the map L (h ) defined 
by L (h) (P) = L (h,p), is an automorphism of cu covering h. 

This approach is more general than those described ear­
lier because the map L is not required to define an action on 
P. An extended example considered here, where H is the 
group of all translations on R m 

, clearly illustrates the need 
for such a generalization. The symmetries defined above are 
finite. Since infinitesimal symmetries are more widely used 
in the literature, a corresponding definition is also given. 

Notations and general definitions are given in Sec. II, 
while homogeneity itself is discussed in Sec. III. It is shown 
there that in a large class of important cases, homogeneity is 
equivalent to the invariance of the connection. However, in 
Sec. IV, a detailed example of translational symmetries, 
shows the difference between the two kinds of symmetry 
requirements. 

In Sec. V, a corresponding definition of homogeneity is 
given for infinitesimal symmetries. Again this is contrasted 
with definitions in existing literature and shown to be more 
general. The concluding remarks (Sec. VI) show the need for 

this more general definition of symmetry for gauge fields 
particularly in application to the well-known case of the elec­
tromagnetic field. Other areas of study of homogeneous 
gauge fields are mentioned. 

II. NOTATIONS AND DEFINITIONS 

Let M denote an m-dimensional smooth manifold, G a 
Lie group, 1T: P-+M a principal G-bundle, Aut(P), the group 
of all automorphisms of P (which are bundle maps), and cu, a 
connection form on P. 

Each element of Aut(P) which covers the identity map 
on M is called a gauge transformation. Ifjis a gauge trans­
formation, then there is a smooth map 

g:P-+P 

such that 

j(P) =pg(p) (2.1) 

for all p in P. 
A gauge field with gauge group G on Mis represented8 

by a connection form cu on a principal G-bundle P over M. 
Let H be a Lie group which acts on M from the left. 

Then each element h of H can be considered as a diffeomor­
phismofM.ConsequentlyL (h )isanelementofAut(P)which 
covers h. 

Other standard notations and results in the theory of 
connections (e.g., Kobayashi and Nomizu9

) will be used in 
the sequel. Specifically, n is the curvature form associated 
with the connection form cu, (J is the canonical I-form on G, 0' 

is a (local) cross section of P, A = O'*cu is a gauge potential, 
and F = 0'* n is the field strength of the gauge field relative to 
the potential A. 

III. FINITE SYMMETRIES AND HOMOGENEITY 

Let 1T:P-+Mbe a given principal G-bundle over M and cu 
a connection form on P. A finite gauge symmetry of cu is a 
gauge transformation 

fP-+P 

satisfying 

j*cu = cu. 

Equation (3.1) may also be written in the form 

cu = ad(g-I)cu + g*(J, 

(3.1) 

(3.2) 
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wheregis as defined in Eq. (2.1) and Bis the canonical I-form 
onG. 

Lemma 3.1: Suppose/is a gauge symmetry of liJ. Then 
g(p), as defined in Eq. (2.1), commutes with every element of 
the holonomy group of liJ at p. 

Proof Let k be any element of the holonomy group at p. 
Then there is a smooth horizontal curve Vt with O,t, 1, such 
that 

Vo = p and VI = pk 

Since/preserves the connection, the curve/(vt ) is also 
horizontal. 

Following Kobayashi and Nomizu9 (p. 69), let 

U t =/(vt ) = Vta" 

where 

at =g(vt ) [cf. Eq. (2.1)]. 

Differentiation with respect to t yields 

ut = utat + vtat· 

Since u t and u t are horizontal, the application of liJ to the 
former gives the following result: 

0= liJ(u t ) = ad(a t -1)liJ(Ut ) + at- I at = at- I at. 

It follows then that 

at = 0 and so at = g(P) for all t. 

At t = 1, this gives 
U I =/(vJl = vial =pkg(p), 

because 

a l =g(P). 

On the other hand, we have 

U I = /(Pk) = /(P)k = pg(P)k. 

So, g(p) commutes with k. • 
The concept of a space-time symmetry for gauge fields 

is perhaps more appropriately applied when the base space is 
the four-dimensional space-time manifold. However, the 
term is used more generally on any smooth manifold M. So, 
suppose h is a diffeomorphism of M. Then h is said to be a 
finite space-time symmetry of liJ if the equation 

L (h )*liJ = liJ 

holds with L (h ) an element of Aut(P) which covers h. Ob­
serve that when L I (h ) and L 2(h ) are two such maps, then the 
map 

LI(h )-IL2(h ):P---..P 

is a finite gauge symmetry of liJ. Thus if liJ has nontrivial 
gauge symmetries, there are several possible lifts of h which 
fix liJ. 

Now, suppose H is a Lie group which acts on M from 
the left. The action of each h in H on an element x of M will 
be denoted by h (x) as if h is a diffeomorphism of M. The 
gauge field defined by liJ will be said to be homogeneous (of 
class Ck

) relative to H if the action of H on M lifts to a map 

L:H Xp---..p (3.3a) 

(of class Ck
) such that 

(i) L (h,p) = L (h lip), (3.3b) 
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where L (h ) is an element of Aut(P) covering h and satisfying 

L (h )*liJ = liJ, (3.3c) 

(ii) L (l,p) = p (3.3d) 

for every p in P, with 1 representing the identity of H. 
Condition (i) above merely expresses the requirement 

that each h in H be a symmetry of liJ. When (i) holds, the 
second equation (ii) can always be achieved by redefining L, 
if necessary, to be K where 

K(h,p) = L (l)-I(L (h,p)). 

IfthemapL in Eq. (3.3) is smooth, the gauge field is said to be 
smoothly homogeneous relative to H. 

Hamad et al. 3 who have defined finite space-time sym­
metries of gauge fields, require that L define a smooth action 
of H on P. It will be shown that such a regularity condition 
may be very restrictive (Sec. IV) and undesirable (see Sec. VI 
also). If L is chosen to be a smooth action, then liJ will be said 
to be invariant under H. Thus, an invariant gauge field is 
necessarily homogeneous. The converse, while it does not 
hold in general (Sec. IV), is valid with certain mild restric­
tions given in the following propositions. 

Proposition 3.1: Suppose G has a discrete center and H is 
connected. Let liJ define an irreducible connection which is 
smoothly homogeneous relative to H. Then liJ is invariant 
under H. 

Proof Since liJ is smoothly homogeneous, there is a 
smooth map 

L:H Xp---..p 

satisfying conditions (i) and (ii) ofEqs. (3.3). We claim that L 
is a smooth action of H on P. To prove this, the following 
lemma is used. 

Lemma 3.2: Under the hypotheses of Proposition 3.1, 
the smooth map L of Eqs. (3.3) satisfies the equation 

L (h -I) =L (h )-1 for all h inH. 
Proof For each p in P, the map from H to P defined by 

L (h -I)L (h )(P) = L (h -I,L (h,p)) is smooth. Hence, theequa­
tion 

L (h -I)L (h )(P) = pg(h ) 

holds for some smooth map g from H to G. 
Since L (h -I)L (h ) is a gauge symmetry of liJ, g(h ) com­

mutes with each element of the holonomy group of liJ at p 
(Lemma 3.1). Since liJ is irreducible, this means that g(h ) lies 
in the center Z (G) of G. Now, Z (G) is closed in G, so 

g:H---..Z (G) 

is a smooth map. SinceHisconnected,g(l) = 1,andZ(G)is 
discrete, g(h ) = 1 for every h in H. Hence, the result follows. 

Now, to complete the proof of Proposition 3.1, let k be 
an element of H. Define K:H X P---..P by 

K(h,p)=K(h )(P) = L (kh)L (h -I)L (k -I)(P). 

Then K is a smooth map and K (h ) is a finite gauge symmetry 
of liJ. Hence, by an argument similar to the one used in the 
proof of Lemma 3.2, K (h ) is the identity map. 

Therefore, L (kh ) = L (k )L (h ), and this completes the 
proof of Proposition 3.1. • 

Proposition 3.2: A gauge field is invariant under a one­
parameter group H of transformations of the space-time 
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manifold if and only if the field is smoothly homogeneous 
relative to H. 

Proof: As stated before, invariance always implies 
smooth homogeneity. Thus we need only prove the con­
verse. 

Suppose the gauge field defined by liJ is smoothly homo­
geneous relative to H. Without loss of generality, we may 
assume that H is given by a smooth action of the group R of 
real numbers on M, 

h:R XM-.M say, 

where h (t,x) = ht (x) and ht is in H. 
By definition of smooth homogeneity, there is a smooth 

map 

L:R XP-.P 

satisfying Eqs. (3.3). LetXbe the smooth vector field defined 
onPby 

X=dL(t) 
dt 

evaluatedatt = 0, withL (t )(P) = L (t,p) by previous notation. 
SinceL (t ) is an element of Aut(P), it follows thatX is G­

invariant. Moreover, LxliJ is a tensoriall-form. Hence, LxliJ 
vanishes if and only if for every (local) cross section 0' of P, 
O'*(LxliJ) = O. 

It is easy to show that 

O'*(LxliJ) = i x F - Dt/J, 

where t/J = O'*(liJ(X)), Dt/J = dt/J + [A,t/J], A = O'*liJ, and F is 
the corresponding field strength. Equivalently, 

O'*(LxliJ) = LxA - DW, 

where Wand t/J are related by W = A (X) + t/J andX = 1T. (X). 
SO, Lx liJ vanishes if and only if for every local cross section 0', 

LxA = dW + [A,W]=DW (3.4) 

for some W = A (X) + t/J, where t/J is a (local) tensorial func­
tion. 

Now let O':U-.Pbe a cross section of P. Suppose x is an 
element of U and t is sufficiently close to 0 so that h (t,x) is in 
U, then 

L (t,O"(x)) = O"(h (t,x))Tt(X)-I, 

where T, (x) varies smoothly with t and To(x) = 1 for all x in 
U. Also, at x and for small enough t, 

h ~ A = ad(T ,- I)(A ) + T~O, 
where 0 is the canonical I-form on G. Hence, differentiation 
at 0 gives the result 

LxA = [A,W] + dW, (3.5) 

where W = (dT,ldt) at t = O. Differentiation of L (t,O"(x)) 
aboveatt = OandtheapplicationofliJ,showsthatA (X) + W 
is a tensorial function. So, LxliJ = O. 

Let K (t ) be the one-parameter group of automorphisms 
of P generated by the G-invariant vector field X, and k, the 
diffeomorphism of M induced by K (t). Then each K (t ) is an 
automorphism of liJ and 
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k'+s1T = 1TK(t + s) 

=1TK(t)K(s) 
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= k t ks 1T· 

This implies that k, is a one-parameter group of transform a­
tions which generate X. By the uniqueness of the flow of a 
vector field and the condition after Eq. (3.3b), k, = ht for all 
t. This shows that liJ is invariant under the action defined by 
K (t,p) = K (t )(p)onP. Sincethisactioncoversh,liJisinvariant 
underH. • 

Before we consider an example of a homogeneous gauge 
field with a view of contrasting homogeneity with invar­
iance, let us examine the implications of homogeneity on the 
base manifold M. For simplicity, first assume that P has a 
global section 0'. 

Suppose that h is a diffeomorphism of M and that L (h ) is 
an element of Aut(P) covering h. Relative to 0', L (h ) is then 
completely determined by the smooth map 

Th:M-.G 

defined by 

L (h )(O"(x)) = O"(h (X))Th(X)-I. (3.6) 

The connection form liJ is uniquely determined by the 
gauge potential A = O'*liJ. The corresponding field strength 
is F = O'*n, where n is the curvature form. 

If L (h )*liJ = liJ, and hence h is a symmetry of liJ, then Th 
is called a transformation function of A relative to the sym­
metry h (cf. Hamad et al. 3

). 

It is clear that a necessary and sufficient condition for h 
to be a symmetry of liJ is that 

O'*liJ = O'*(L (h )*liJ) 

for someL (h ) in Aut(P) covering h. In view ofEq. (3.6), h is a 
symmetry of liJ if and only if there is a smooth G-valued map 
Th on M such that 

A =ad(Th)(h*A) + Th-I*O (3.7) 

or equivalently, 

h *A = ad(T h- I)(A ) + TtO. (3.8) 

[cf. Eq. (3.2)], where 0 is the canonical I-form on G. 
When Eq. (3.8) holds, it follows that 

h * F = ad(T h- I)(F). (3.9) 

Equation (3.8) merely states the fact thatA and h * A are 

equivalent gauge potentials. (3.10) 

Suppose H is a Lie group of diffeomorphisms of M, and 
liJ is homogeneous relative to H. Let Th be a transformation 
function of A relative to each h in H. Then Thk is related to 
Th and Tk by 

Thk (x) = c(h,k )(X)Tk (X)Th (k (x)), (3.11) 

where c(h,k )(x) may not be the identity element of G. How­
ever, if the transformation functions can be chosen such that 
c=l, then we obtain an invariant connection.3 In general, 
such a choice may not be possible. This is shown in the next 
section. 

In case P is not a trivial bundle, we can get only local 
cross sections O':U-.P. Then Eqs. (3.6)-(3.8) are well defined 
if h (U) is contained in U. Thus, a sufficient condition for 
homogeneity relative to H, is that P have a trivialization 
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consisting of open subsets on each of which H restricts to an 
action. Moreover, Eq. (3.8) must hold on each open subset, 
and the transformation functions must satisfy certain com­
patibility conditions (see Ref. 3). If h (U) is not contained in U, 
two different cross sections are necessary in Eq. (3.6). Then 
Th depends on both L (h ) and the cross sections used. 

IV. HOMOGENEITY RELATIVE TO TRANSLATIONS 

In this section, M is the space R m and H = R m acts by 
translations on M. Thus there is a map 

t:HXM--M, 

t (x,y) = y + x=tx (y) = ty (x). 

Suppose (U is a connection form on a trivial principal G­
bundle 

1r:P __ M, 

and 

u:M--P 

is a global cross section. LetA = u*(U and F = u* {1 (where (1 

is the curvature form) be the gauge potential and its field 
strength, respectively. 

Proposition4.1: If (U is smoothly homogeneous relative 
to H, there is a choice of gauge such that the transformed 
field strength has constant components relative to the natu­
ral coordinates of R m 

. 

Remark: A choice of gauge means a choice of trivializa­
tion of P. 

Proof LetL:H X P--P be the smooth map which satis­
fied (i) and (ii) ofEqs. (3.3). Define a map A. from M to Pby 

A. (y) = L (Y,oiO)) = u(y)Ty(O)-I, (4.1) 

where Ty is the transformation function of A relative to y in 
H [cf. Eqs (3.3) and (3.6)]. The mapA. is a global cross section 
of P and hence defines a choice of gauge. 

Relative to this gauge, the transformed field strength F 
is 

A. *(1 = 1Fij dxi /\dxi, 

where the summation convention is adopted henceforth, and 
1 ~ i,j ~ m. Then Fat x is given by 

Fx = ad(Tx(O))(Fx) [from Eq. (4.1)] 

= ad(Tx(O))(tx *F)o 

= ad(Tx(O))(ad(Tx(O)-I)(F 0)) [from Eq. (3.9)] 

=Fo· • 
Proposition 4.2: If G is abelian, the converse of Proposi­

tion 4.1 holds. 
Proof: Suppose Fij are elements of the Lie algebra of G 

such that Fij = - Fji for 1 ~ i,j ~ m. Let A be the gauge 
potential whose field strength is 

F = 1 Fij dxi /\ dx
j
. 

Let B = Bi dXi, where Bi(x) = ! Fji xi. Then 
dB = F = dA implies that B is gauge equivalent to A. This 
follows from the general fact that for abelian G and simply 
connected M, any two gauge potentials are gauge equivalent 
if and only if they have the same field strength. Thus, to show 

195 J. Math. Phys., Vol. 26, No.1, January 1985 

that A is homogeneous, we may assume that A = B, in view 
of the fact that t;A and t;B are gauge equivalent for ally in 
H [cf. line (3.10)]. 

Define L:H XP--P such that 

L (Y,oix)a) = u(x + y)Ty(x)-la for all a in G, 

and 

Ty(x) = exp(!Fij/x j). 

Then L is a smooth map such that 

L (O,p) = P for allp in P. 

Moreover, 

L (y)(u(x)a)-L (Y,oix)a) 

defines L (y) as an element of Aut(P) which covers ty • 

The following equation also holds: 

(T -1)*0 = T dT -I = -A.(y)dxi 
Y Y Y I' 

(4.2) 

The last expression is - Ay, Le., - A at the point y of M, 
and so 

(t;A)x =Ai(X + y)dxi 

= Ai (x)dxi + Ai(y)dxi 

=Ax +Ay. 

Thus, we have proved that 

Ax = (t;A)x -Ay, 

i.e., 

A = ad(Ty)(t;A) + Ty-I*O, 

noting that G is abelian and so ad( Ty) is the identity map. 
Hence, by Eq. (3.7), each ty is a symmetry of A.. 

Proposition 4.3: Suppose G is abelian. Then a connec­
tion is invariant under H if and only if it is flat. 

Proof: Suppose (U is invariant under H. Then the action 

t:HXM--M 

lifts to an action 

L:HXP--P 

such that L (y)*(U = (U, where L (Y)(P)=L (y,p). 
Let Po be an element of1r-I(O)~P, and 

u(x) = L (x,Po)' 

Then u is a global cross section of P, and 

L (Y,oix)) = L (y,L (x,Po)) = L (y + x,Po) 

=oix +y). 

So, the corresponding transformation function 

Ty(x)~I, 

and thus, by Eq. (3.7), 

A = t;A. 

This implies that dA = 0, and so the connection is flat. 

(4.3) 

Conversely, if the connection is flat, then F =0. Let u be 
any global cross section of PandA = u*(U. Then A is equiva­
lent to a gauge potential B with constant components, i.e., 
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B = t;B for ally inH. By changing the gauge, if necessary, 
we may assume that A = B. Define L:H X P-+P such that 

L (y,O"(x)a) = CT(X + y)a for all a in G. 

Then L is a smooth action of H on P covering t. Moreover, 

L (y)(P) L (y,p) defines L (y) 

as an element of Aut(P) covering ty and 

CT*(L (y)*liJ) = ty * (CT*liJ) = CT*liJ for all yin H. 

This implies that 

L (y)*liJ = liJ for ally in H. • 
Remarks: Propositions 4.1 and 4.2 imply that for abe­

lian G, a gauge field is smoothly homogeneous relative to H if 
and only if the field F has constant components relative to 
the natural coordinates of Rm . It is well known that F com­
pletely determines the connection when G is abelian. Thus, 
invariance of the connection as a criterion for a gauge field to 
have H as a group of space-time symmetries (as in Ref. 3) 
may be rather restrictive, in view of Proposition 4.3. 

Note that the converse to Proposition 4.1 does not hold 
for arbitrary nonabelian groups. To see this, take G to be 
SU(2). The Lie algebra of G is isomorphic to R 3 with the cross 
product as the multiplication. The adjoint action of G on its 
Lie algebra corresponds to rotations in R 3. 

Let 

and 

Take Fij (x) to be (0,0,0) except for 

F31 (X) = (1,0,0) = - F13(x), 

A 2(x) = (0,0,0), 
A3(X) = (0,1,0), 

A 1(x) = (0,x\1). 

ThenA = Ai dxi is a gauge potential with field strength 

F = ~ Fij dXi 1\ dxj. 

The connection defined by A is irreducible because the Lie 
algebra of the infinitesimal holonomy group at oix), which is 
generated by Fij (x) and all its covariant derivatives at oix) 
contains the element F31 = (1,0,0) and 

D~31 =A3 XF31 = (0,0, - 1) 

and hence all of R 3. 

Suppose the gauge field were homogeneous relative to 
H. Then for eachy inH, t;A would be gauge equivalent toA 
[line (3.10)]. So all vectors DiFjk relative to t ;A, would be 
obtainable from the corresponding ones relative to A by a 
rotation r(x) which depends (smoothly) only on the points of 
M, because these vectors are tensorial functions. 

Now D3F31 = (0,0, - 1) relative to all t;A. So, if the 
assumption were true, r(x) would fix (0,0, - 1) and hence, by 
linearity, fix the third coordinate of each point of R 3. How­
ever, 

DIFI3 =A1XF13 = (0, - l,xl + yl) 

relative to t ;A. So, the third coordinate is not fixed. This 
contradiction shows that the converse to Proposition 4.1 
fails in this case. 
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v. INFINITESIMAL SYMMETRIES 

Most of the space-time symmetries considered in the 
literaturel-<i are infinitesimal instead of finite. In this section 
we show how such symmetries result from the definitions in 
Sec. III. First, we review gauge symmetries. There are two 
equivalent ways of defining infinitesimal gauge symmetries. 

Let liJ be a connection form on a principal G-bundle P 
over M. A G-invariant vertical vector field X on P is said to 
be an infinitesimal gauge symmetry of liJ if LxliJ = 0, where 
Lx is the Lie derivative relative to X. It is a well-known fact 
that such a condition holds if and only if there is a tensorial 
function ft, which is covariant constant, i.e., Dft, = 0, where D 
is the covariant differentiation relative to liJ. The relation 
between ft, and X is given by ft, = liJ(X). 

Let us now consider space-time symmetries. Suppose 
that h:R XM-+M is a smooth action of the group R of real 
numbers on M, and X the vector field on M which generates 
this action. Let liJ define a gauge field on M as before. From 
the proof of Proposition 3.2 follows that liJ is smoothly ho­
mogeneous relative to h if and only if X lifts to a G-invariant 
vector field X on P such that LxliJ = O. In view of this, we 
make the following definition. 

A vector field X on M is called an infinitesimal space­
time symmetry of liJ if X lifts to a G-invariant vector field X 
on P such that 

LxliJ = O. 

In case ,if is a Lie algebra of vector fields on M, liJ is said to be 
homogeneous relative to,if if each element of,if is a symmetry 
of liJ. 

Remarks: There is an obvious extension of the defini­
tions of symmetry to locally defined diffeomorphisms. Then 
it follows also from the proof of Proposition 3.2 that X is a 
symmetry of liJ if and only if liJ is invariant relative to the flow 
of X. Another equivalent condition is that Eq. (3.4) holds 
locally on M. This latter condition is that adopted as the 
definition of a (infinitesimal space-time) symmetry of a gauge 
field in the literature.l-<i 

Let us write W = W x and call it a symmetry function of 
A relative to X, provided Eq. (3.4) holds. Then any other 
symmetry function relative to X differs from W x by an infin­
itesimal gauge symmetry. Observe that the linearity of Eq. 
(3.4) inX and Wimplies that once a basis is chosen for,if, the 
symmetry functions may be chosen to be linear inX. Assum­
ing that this has been done, let Wy be the symmetry function 
of A relative to Y. Then, by evaluating LxLyA, it can be 
shown that 

L[x.y JA = D (XWy - YWx + [Wx' Wy ]), 

i.e.,XWy - YWx + [Wx,Wy] is a symmetry function of A 
relative to [X,Y] and hence differs from the preselected 
W[x.YJ by 

C(X,Y) = W[X,YJ -XWy + YWx - [Wx,Wy]. 

Now, by definition of homogeneity, each X in,if lifts to a 
G-invariant vector field X such that LxliJ vanishes. The map 
which associated X with X, is, in general, not a Lie algebra 
homomorphism. Thus C(X,Y) measures obstruction to ob­
taining a lift of,if to an infinitesimal action of,if on the bundle 
space P, preserving the connection. 
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This obstruction C (X, Y) is assumed to be zero in the 
literature.2

-6 However, from the example of Sec. IV, it will be 
shown that C may not vanish. 

We showed when w is smoothly homogeneous relative 
to translation on R m 

, with P trivial, that the transformation 
functions are given, in some gauge, by Eq. (4.2). From this we 
deduce that the symmetry functions may then be given by 

d 
Wy(x) = - Tty (x) at t = O. 

dt 

=!Fij/x
j 

[cf. Eq. (3.5)], where the subscript y is used in place of the 
vector field whose components are the coordinates of y. 

By taking y = ei (the ith vector of the natural basis of 
Rm) one obtains Wi (x)==: Wy =! Fijx'. Hence, the obstruc­
tion C is given by 

C (apa j) = a j W; - ai Wj 

= !Fij - !Fji 

=Fij 

which, in general, is not identically equal to zero for all the 
possible SUbscripts. 

This example illustrates the fact that even for infinitesi­
mal space-time symmetries, homogeneity is more general 
than the definition used in the literature. 2-6 

VI. CONCLUDING REMARKS 

In this paper, we have defined homogeneity of a gauge 
field, both for finite and infinitesimal (space-time) symme­
tries. The preceding discussion shows that the concept of 
homogeneity is more general in its applications to the de­
scription of a gauge field with a prescribed group of space­
time symmetries than other notions in the existing literature. 
Specifically, it has been shown that it is applicable to the case 
where the gauge group is abelian. It is conceivable that for 
nonabelian groups which have nondiscrete centers, the con­
cept may still be more useful and appropriate than the others 
mentioned before. 

The classical electromagnetic field is an example of an 
abelian gauge field. It is completely determined by its field 
strength, the components of which are those of the electric 
and magnetic fields. It is therefore reasonable to consider 
this field as having translational symmetries if and only if the 
components are constant, a result which homogeneity gives, 
but which invariance does not. The latter requires that these 
components vanish, a condition which is obviously very 
stringent for this symmetry. 

In a subsequent paper, a study of the space ofhomogen­
eous Yang-Mills fields will be made using the techniques 
and the results of Arms 10 who considered gauge symmetries 
only. The latter symmetries are related to space-time sym­
metries in the following sense: A space-time symmetry is 
given by any automorphism of the connection; whereas a 
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gauge symmetry is an automorphism which covers the iden­
tity map ofthe base space M. 

The classification of invariant connections when H acts 
transitively on M (Wang's theorem) is well known in math­
ematics.9 Hamad et al.3 have extended this classification to 
the case of a "simple" action of H on M. The classification of 
homogeneous gauge fields has been considered by 
Westwater (see the Acknowledgment) and the author, and a 
complete description for the transitive action has been 
done. 11 

Forgacs and Manton2 have described a way of con­
structing fields with a given Lie algebra of (infinitesimal) 
space-time symmetries. In their construction it is assumed 
that there is no obstruction to lifting its action on the space­
time manifold to one on the bundle manifold such that it 
fixes the connection. It is well known. in mathematics, that 
such a lift is not always possible. It would be too restrictive to 
consider only those actions for which the lift is possible. 
Thus, it would be interesting to examine the extension of 
their results to the case of homogeneous fields. The extension 
may be useful in the study of the space of (homogeneous) 
Yang-Mills fields. 
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The comultiplicator group and the nonassociated factor systems for the internal symmetry group 
of parity (P), charge conjugation (C), and time reversal (T) operators have been obtained. It is 
found that there are 16 nonassociated factor systems for this group. The basic invariants for all 
irreducible corepresentations for these factor systems have been constructed. 

I. INTRODUCTION 

Elementary particles having strong interactions are de­
scribed I not only by the space-time Lorentz group symmetry 
but also by the discrete symmetry elements of parity (P), 
charge conjugation (C), and time reversal (T). Of these the T 
operator is antilinear in nature and this fact makes use of 
Wigner's corepresentation theory2 obligatory3-5 in the inves­
tigations of the internal symmetry of strongly interacting 
particles. 

Wigner showed6
•
7 that intrinsic spin of particles can be 

described on the basis of considerations of projective repre­
sentations of the Lorentz group belonging to different factor 
systems. Thus, it appears that a complete description of in­
ternal properties of particles would require knowledge of all 
the nonassociated factor systems. In the case of the Lorentz 
group there are just two such factor systems. In this paper we 
have constructed all the nonassociated factor systems of the 
unitary-antiunitary (or magnetic) group generated by P, C, 
and T. The procedure for this construction is already known 
in literature.5.8-

1O We have also given the projective irreduci­
ble corepresentation matrices for the group elements. 

In analyzing different physical properties the integrity 
basis of invariants 11-15 forms an essential tool. Any invariant 
of the group can be written as an algebraic function of these 
integrity basis. In the last section we have obtained the integ­
rity basis for this group for all the inequivalent irreducible 
projective corepresentations for the different factor systems. 

II. PROJECTIVE FACTOR SYSTEMS AND IRREDUCIBLE 
COREPRESENTATIONS 

The underlying linear symmetry group9.10 M' is defined 
by the relation ar = a~ = a~ = e, aiaj = ajai> Vi,j = 1,2,3. 
Here a) stands for P, a2 for CT, and a3 for T. The magnetic 
group M (G) has the linear part G = (a l,a2 J generated by a I 
and a2' Thus, M (G) = GuGa3. In the notation of Ref. lO, the 
matrix group extension if is defined by the relations 

A/=A/=E, A~r=J(3)E, 

A01 =J(2,I)A IA2 , A~ r =J(3,1)*AIA3' (1) 

A~ r = J(3,2)*A03' A3F* = F- lA3, 

where 

F=J(2,1), J(3,1)*, J(3,2)*, 

CD = DC, where C = AI' A 2, J(2,1), J(3,1)* 

and 

D = J(3), J(2,1), J(3,1)*, J(3,2)*. 

From these relations we get 

J(2,W =J(3,1)*2 =J(3,2)*2 = J(3f = E. (2) 

The comultiplicator gr,E9PK (M,G ), which is the intersection 
of the derived group [MM] and the group J generated by the 
elements J(2,1), J(3,1)*, J(3,2)*, J(3) turns out to be 
K(M,G) = J = (J(2,l), J(3,1)*, J(3,2)*, J(3)J. With the 
definition of the factor system w(a, {3 ), 

D(a)D(f3)[aJ = w(a,/3)[aPJD(a{3), Va,/3EM(G), 

where 

A[aJ=A ifaEG,A* ifaEM(G)-G. (3) 

HereA is either a matrix or a scalar. We also have the follow­
ing relations for all a, {3, y E M (G ): 

w(a,/3trJw(a{3,y) = w(a,/3y)w(f3,y), and /(a,/3)/ = 1. (4) 

Two factor systems w'(a,/3) and w(a,/3) are associated if there 
are complex numbers c(a) of modulus unity such that 

w'(a,/3 )[a.p J 

= w(a,/3 )[aPJ·c(a)·c(f3 ) [aJ/ c(a{3 ), Va,/3 E M(G). (5) 

FortheK(M,G) obtained above we thus getw (a3,a3) = ± 1, 

w(a2,al ) = ± 1, w(a3,ad* = ± 1, w(a3,a2)* = ± 1. 

The projective irreducible representations of G corre­
sponding to the case w(a2,al ) = + 1 (in this case it is actually 
the vector representation) are A I to A 4, all one dimensional 
given in Table I, and that for the case w(a2,al ) = - 1, is a 
two-dimensional one A 5 and is given in Table II. When we 
want to build the irreducible projective corepresentation of 
M (G) we have the following three types.2 

Type (a): A ,u(u)==w(u,a3)*w(a3,a3 -lua3)A I'(a3 -lua3)* is 
equivalent to A I' for all uEG, i.e., A ,u(u) = P -IA I'(u)P with 

TABLE I. Irreducible representations of G corresponding to the projective 
factor system w(a2.a,) = + 1. 

Irreducible Irreducible Group elements 

representation character e a, a2 a,·a2 

,J' 1/1' 1 1 1 
,J2 1/1 2 1 -I -I 
,J' 1/1' -I 1 -I 
,J4 1/1" -I -I 1 
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TABLE II. Irreducible representation of G corresponding to the projective factor system w(a2,a1) = - 1. 

Irreducible Irreducible 

representation character e 

PP*= +@(a3,a3)..1It(a/). In this case DIt(u)=.JIt(u), 
VUEG, and DIt(a) = ± @(aa3 -1, a3) ..1 It(aa3 -I)P for all 
aEM (G) - G. The necessary and sufficient condition for this 
case to occur is 

Crff = I w(a,a)l[Ilt(a2) = + IG I, 
aeMIG)-G 

where I[IIt is the character of.J It and IG I is the order ofthe 
group G. The conventions used here will be followed later 
also. 

VUEG, with 

and 

DIt(a) 

( 
0 -@(aa3-I,ao3)..1It(aa3-I)p) 

= @(aa3 - l,a3)..1It(aa3- I)P 

and the necessary and sufficient criterion is Ctff = - I G I. 

Type (e):.J ,u(u) is not equivalent to.J It(u), i.e., l:u I[IIt(u) 
X 1[I,u(u)* = O. In this case 

D 11t.,u)(u) = (..1 lto(U) 0) 
..1 ,u(u) 

and 

and the necessary and sufficient condition is Crff = O. 
Applying these well-known facts we get the following 

result for the peT group. When @(a2,a l ) = + 1, then for 
either@(a3,a l )* or@(a3,a2)* equalling - 1, Crff = 0 for all.J It 
and all the irreducible projective corepresentations are of 
type (c) and are two dimensional. If, on the other hand, 
@(a3,al )* = @(a3,a2)* = + 1, then Crff = <ku(a3,a3), and the 
corepresentations are either of type (a) [i.e., one dimensional, 
when w(a3,a3) = + 1, this being the case of vector corepre­
sentation] or of type (b) [i.e., two dimensional when 
@(a3,a3) = - 1]. When @(a2,a l ) = - 1, then for either 
@(a3,al )* or@(a3,a2)* equalling + 1, Crff = <ku(a3,a3) and the 
irreducible projective corepresentations are either of type (a) 
[i.e., two dimensional when w(a3,a3) = + 1] or of type (b) 
[i.e., four dimensional when@(a3,a3) = - 1]. If, on the other 
hand, @(a3,al )* = w(a3,a2)* = - 1, then Crff = - <ku(a3, a3) 
and the irreducible projective corepresentations are either of 
type (b) [i.e., four dimensional when @(a3,a3) = + 1] or of 
type (a) [i.e., two dimensional when @(a3,a3) = - 1]. We 
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Group elements 

summarize the resulting sixteen cases of projective factor 
systems arising from the different combinations of values for 
w(a2,al),@(a3,a3),@(a3,al)*,@(a3,a2)* in Table III. The corre­
sponding corepresentation matrices can of course be easily 
constructed. 

III. INVARIANTS AND INTEGRITY BASIS 

We now describe the method of obtaining the invariants 
of a magnetic group M (G) formed out of the bases u;'s form­
ing the /lth irreducible corepresentation D wit with character 
X wit belonging to the factor system@(a,,8 ). Let u I""'U n be the 
basis forming D It, so that the operation of the Wigner opera­
tor 0a' a EM(G), on the product basis u;, ,,,u;, will be given 
by 
o u· ,,,u· = ~ [D Wlt(a) ® ... ® D Wlt(a)]. .. . 

a ') Is ~ J,"-}so',''''s 
j,u-j, \. } 

'T' 
s terms 

Here the Kronecker direct product corepresentation 

[DWIt® .•• ®DWIt ] 
~ 

s terms 

(6) 

belongs to the factor system @(a,fJ )'. An invariant of degree s 
of the form 

IC;, ... isUj, ••• U is 
i,· .. ;s 

must then satisfy the linear equation 

Cj,-.-js = .~ C i,'~~i, !D WIt(a) ® ... ® D WIt(a) t,.'-j"i,.u;" I 
'" .. '. T 

s terms 

VaEM(G). (7) 

Equation (7) will have, in general, more than one solution; in 
fact the number of independent solutions will be equal to the 
multiplicity of the identity corepresentation in the Kron­
ecker direct product corepresenation. If X Kron is the charac­
ter of this direct product corepresentation then the number 
of independent solutions of Eq. (7) is evidentlyl6 

_2_ IxKron(u), 
IMI UEG 

where 1M I istheorderofthemagneticgroupM(G). We can, 
of course, simplify X Kron in a more tractible form. If we 
break up s in s cycles VI + V 2 + ... + Vs = AI' V2 + ... + Vs 

= A2""'vs = As, and VI + 2V2 + ... + SVs = Al + ,12 + .. , 
+ As = s, then it turns out after a short combinatorial calcu­

lation that 
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TABLE III. Sixteen types of projective factor systems and types of irreducible corepresentations, their dimensions, and the generic names of the bases. 

Projective factor systems 
and different cases 

Irreducible 
corepresentation 

It.>(a,,B)laPl = + I, a"BeM(G), 
Case 1. 

It.>(o2,oIl = It.>(o3,oIl* = It.>(03,02)* = + I, 
It.>(o3,a3) = - 1. 
Case 2. 

It.>(o2,a,) = It.>(a3,o,)* = + I, 
It.>(o3,a2)* = - I, 
It.>(a3,a3) = + I, Case 3. 
It.>(a3,a3) = - I, Case 6. 

It.>(a2,aIl = It.>(a3,o2)* = + I, 
It.>(a3,a,)* = - I, 
It.>(a3,a3) = + I, Case 4. 
It.>(a3,o3) = - I, Case 7. 

It.>(o2,a,) = + I, 
It.>(o3,a,)* = It.>(a3,a2)* = - I, 
It.>(03,03) = + I, Case 5. 
It.>(o3,a3) = - I, Case 8. 

It.>(o2,oIl = - I, 
It.>(o3,a3) = It.>(a3,o,)* = It.>(o3,a2)* = + I, 
Case 9. 

D O•2) 

D(3,4) 

DO.3) 

D(2.4) 

DO.4) 

D(2.3) 

It.>(a2,a,) = It.>(a3,a2)* = - I, D' 
It.>(a3,a3) = It.>(03'O,)* = + I, 
Case 10. 

It.>(a2,aIl = It.>(a3,a,)* = - I, D' 
It.>(a3,a3) = It.>(a3,a2)* = + I, 
Case 11. 

It.>(a,,B)l a f3) = - I, Va"BeM(G), D' 
Case 12. 

It.>(a2,a,) = It.>(a3,a,)* = It.>(a3,a2)* = - I, D' 
It.>(03,03) = + I, 
Case 13. 

It.>(02'O,) = It.>(o3,a3) = - I, D' 
It.>(03'O,)* = It.>(a3,a2)* = + I, 
Case 14. 

It.>(02'O,) = It.>(a3,o3) = It.>(a3,o2)* = - I, D' 
It.>(o3,a,)* = + I, 
Case 15. 

It.>(02'O,) = It.>(a3,o3) = It.>(a3,o,)* = - I, D' 
It.>(o3,a2)* = + I, 
Case 16. 

1 X KrOn(u) =_ 
s! L 

s! 

cycles 

, 

, 

, 

'aJ(U,U)"2aJ(U 2,U)"3"'aJ(US - I,u)"S 

'X"'Jl( U )"'X"'Jl( U2 )"2"'X"'Jl( US) "s. 
(8) 

It should be noted that there would be no invariant of degree 
sunless aJ(a,/J)' = 1, for Va,/JeM(G). It is mentioned that 
this result is true for all magnetic groups and not just for the 
PCT group. Though all these invariants of degree s are lin­
early independent, some of them may be algebraically ex­
pressible with real coefficients in terms of the rest and those 
of degree lower than s. The minimum number of them form 
the integrity basis. In Table IV we give the invariants and 
their integrity basis for all the projective factor systems of the 
PCT group. 
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Type of Dimension of Generic name 
corepresentation corepresentation of bases 

Type (a) I-D u, 

Type (b) 2-D U HU2 

Type (c) 2-D U H U2 

Type (c) 2-D 

Type (c) 2-D 

Type (a) 2-D U 1,U2 

Type (a) 2-D "I,U2 

Type (a) 2-D U"U2 

Type (a) 2-D u.,u2 

Type (b) 4-D u.,U2,U3,U4 

Type (b) 4-D "1,"2,U3,U4 

Type (b) 4-D U.,"2,U3,U4 

Type (b) 4-D U.,U2,"3,U4 

IV. CONCLUSION 

Finally we want to indicate an interesting result of our 
analysis. We know l the result of the operations ofthe PCT 
group on the wavefunctions of the spin-! Dirac fermions. 
With a change of phase convention from that of Ref. 1, we 
get 

a l = P : lJI(t,r)-i1]p'flJl(t, - r), 

a2 = CT : lJI(t,r)-i1]p1]PCTylyy3lJ1( - t,r), 

a la2 = PCT : lJI(t,r)-1]pCT'fylyy3lJ1( - t, - r), 

a3 = T : lJI(t,r)- - i1]Tyly3lJ1( - t,r)*, (9a) 

ala3 = PT : lJI(t,r)-1]p1]T'fyly3lJ1( - t, - r)*, 

a2a3 = C : lJI(t,r)-1]p1]pCT1]TylJl(t,r)*, 

ala2a3 = PC : lJI(t,r)_ - i1]PCT1]T'fylJl(t, - r)*, 

with 1]~ = - 1, 1]~CT = 1, /1]T /2 = 1 and the Dirac matrices 
Y' in the standard representation 
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TABLE IV. Invariants and integrity basis for invariants up to degree four for all the projective factor systems. 

Different cases and 
irreducible corepresentations 

Case 1. D I 

D", p, = 2,3,4 

Case 2. D", p, = 1,2,3,4 

Cases 3, 6. D 0.21, D (3.41 

Cases 4,7. DO.3IA (2.41 

Cases 5, 8. D O.4I,D (2.31 

Cases ~12. D' 

Cases 13-16. D' 

Invariants up to degree four 

I; [+ ]u l , [- ]iu l ; ui; 
[ + ]uf , [ - ]iUf; u1; 

l;u~;ui; 

1; (ui + u~), i(ui - u~), iUt>U2; 

(u1 + u;), i(u1 - u;), uiu~, 
(u~ u2 - UIU~), i(u~ u2 + U2U~); 
1; (ui + u~), i(ui - u~); uiu~, 
(u1 + u~),i(u1 - u~); 

1; (ui + u~); uiuL (u1 + u~); 
l;(ui +u~ +u~ +u;), 

i(ui + u~ - u~ - u;), i(U IU3 + u2u,); 

UIU2U3U4,(u1 + u~ + u1 + u!), 

i(u1 + u1 - u1 - u!), 

(ufu3 + U~U4 - UIU~ - u2u!), 

i(U~U3 + U~U4 + UIU~ + U2U!), 

(uiu~ + u~u!), (uiu! + u~u~), 
(uiu~ + u~u!),i(uiu~ - u~u;), 
(UiU2U4 + UIU~U3 - UIU3U; - U2U~ u4), 

i(uiu2u. + UIU~U3 + UIU3U! + U2U~U4); 

Integrity basis 

1; ui; 

I; (ui + u~), i(ui - u~), 
;U1U2; 

l;(ui + u~); uiuL 

1; (ui + u~ + u~ + u!), 

i(ui + u~ - u~ - u!), 

i(u l u3 + u2u.); Ul U2U3U4' 

(u1 + u~ + u1 + u!), 

i(u1 + u~ - u~ - u!), 

(U~U3 + U~U4 - UIU~ - u2u!), 

i(u~u3 + U~U4 + UIU~ + u2u!); 

(9b) 
IV. B. Berestetskii, E. M. Lifshitz, and L. P. Pitaevskii, Relativistic Quan­
tum Theory, Part I (Pergamon, London, 1971). 

This transformation corresponds to w(a2 ,ad = - 1, 
w(a3,a3 ) = - 1, w(a3 ,a l )* = 1, w(a3,a2)* = - 1, i.e., the type 
(b) four-dimensional case 15 of our analysis. Since any !­
integral spin field can be built up as an odd number direct 
product of spin-! field, all of them belong to the same factor 
system. This factor system is just one of the 16 possible factor 
systems. If we have the belief that fields must exist belonging 
to all possible factor systems, as do in the case of the Lorentz 
group, then it will be interesting to investigate these other 
fields. 

Note added in proof: Spin-zero bosons belong to the co­
representations D 1 and D 4 of our case 1. Of these the scalar 
bosons belong to D I and the pseudoscalar bosons to D 4. 
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It has been shown that Nahm's equations T' = T 1\ T may be regarded as dimensionally reduced 
self-duality conditions. Ward's twistor method is applied to construct a holomorphic vector 
bundle corresponding to each solution of these equations, and a simple expression for the 
transition matrix is derived. Some elementary examples are given for which this procedure may be 
explicitly reversed to generate solutions of Nahm's equations from given transition matrices. 

I. INTRODUCTION 

The exact multimonopole solutions of nonabelian 
gauge theories have received much attention in recent years, 
and several methods have been applied to construct them. 
The approach of Atiyah and Ward1,2leads to a hierarchy of 
Ansiitze3

•
4 which suffice to generate all self-dual multimono­

poles; however, a set of transcendental constraints must be 
applied to the parameters of the solution to ensure that it is 
nonsingular. The method originally developed for instan­
tons by Atiyah, Drinfeld, Hitchin, and Manin (ADHM)5,6 
and modified for the monopole case by Nahm7,8leads auto­
matically to a nonsingular potential. However, it presup­
poses the solution of a set of nonlinear differential equations, 
known as Nahm's equations, for three matrices Ti(Z), Using 
the observation9 that these equations are themselves the self­
duality equations for a one-dimensional field, we apply 
Ward's twistor method and find the "transition matrix" 
(2.16) which acts as a kind of generating function for the 
solutions Ti (z). 

It is well-known that a nonabelian gauge field may be 
described geometrically by a connection on a certain vector 
bundle. The gauge groups G which we shall consider here are 
U(n) and its subgroups O(n), USp(n); in each case the corre­
sponding vector bundle is ]R4 X E, where E is a vector space 
of dimension n over C. In the ADHM construction5,6 for a 
gauge field with k instantons on Euclidean four-space, the 
curved connection AI-' is induced by embedding this bundle 
in aflat bundle ]R4 X V, where V has dimension n + 2k over 
C. The embedding v is described by a linear map v(x):E-+ Vat 
each point xE]R4; the range of v(x) is the fiber of the subbundle 
V(R4 X E) at x. This procedure gives rise to a potential of the 
form 

(1.1) 

Choosing bases for E and V, v(x) is represented by an 
(n + 2k ) X n matrix whose columns form a basis for the sub­
bundle V(]R4 X E) at the point x. A different choice of this 
basis gives rise to a potential differing only by a gauge trans­
formation. Let A (]R4 X E') be the subbundle orthogonal to 
V(R4 X E), so that E ' has dimension 2k. Then the embeddings 
A, v are related by 

A (x)tv(x) = O. (1.2) 

Choosing bases for E' and V, A (x) is represented by an 
(n + 2k ) X 2k matrix. In what follows we shall use the stan­
dard representation of quaternions by 2 X 2 matrices eo = 1, 

ei = - iUi (i = 1,2,3); thus the quaternions have a natural 
action upon C2 and upon E' = Ck X C2

• Points of]R4 corre­
spond to quaternions via x = xl-' e,.. . ADHM found5 that the 
k-instanton solutions can be derived from an embedding A of 
the form 

A (x) = a + bx, (1.3) 
where a, b are constant maps E ' -+ V. Let the components of 
uEE' in some basis be denoted by UsA (s = 1,2, ... ,k; A = 1,2), 
and let those of VEV be ~' (r = 1,2, ... ,k; B' = 1,2) and Vi 

(i = 1,2, ... ,n). It is possible to choose bases in such a way that 
b:'sA = 8/ 8B

'A; then theequationvt A = o (cf. 1.2) becomes 

vJ;,(XB'A8/ + e!'Aa';"') + vtia~ = O. (1.4) 

It is easy to prove6 that the connection AI-' is nonsingular if 
A t A is nonsingular; it is self-dual if this matrix commutes 
with the quaternions, that is, if there exists a Hermitian ma­
trix Hr S (x) such that 

[A (x)tA (X)]rB sA =H/(x)8B
A. (1.5) 

The self-dual instanton solutions constructed above are 
localized in the coordinate Xo as well as in Xi; but a multi­
monopole solution is a self-dual gauge field independent of 
xo. Such a solution may however be regarded as a limiting 
case of a multiinstanton when k-+ 00 (see Ref. to). These 
considerations led Nahm to modify the ADHM construc­
tion to treat monopoles.7,8 Now E' and Vare Hilbert spaces, 
andA (x) is a differential operator E ' -+ V such that A t (x) has a 
kernel of finite dimension n. 

Suppose we seek solutions for which the Higgs field Ao 
takes the asymptotic form at spatial infinity, where r = Ixl 

where the k i are integers and Zi ,Zi + 1 • Let 

1= {i:ki = OJ, 

k (z) = IkJ:1 (Zi - z), zElR. 
i 

(1.6) 

(1.7) 

(1.8) 

Then an element v of the Hilbert space V has components 
v: '(z), where r = 1,2, ... ,k (z), and Si' where iE I. The equation 
vt A = 0 in Nahm's construction is a differential equation 

vJ;,(Z){XB'A8/ + ie!'AT~S(z) _ i~B'A8/} 

+ Isia~8(z - Zi) = 0, (1.9) 
id 
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where the functions T;."S(z) are yet to be determined. In fact 
this equation has n linearly independent solutions (V(il , s('l ) at 
each point x, and the connectionA~ is derived from them by 
a formula analogous to (1.1): 

A ;fIx) = <v(fj,sl'lla~ I vI)l,s(Jl) , (1.10) 

where 

(1.11) 

is the inner product of the Hilbert space V. The conditions 
which ensure the nonsingularity and self-duality of the con­
nection A~ are as before that the operator A t A should be 
nonsingular and commute with the quatemions. The former 
statement is easily verified for the operator A of (1.9); the 
second is true if and only if 

Tmt= _ Tm 

and 

dT m 

--= €"pqTPP + Ia7'c5(z - Zi)' 
dz ieJ 

where 

aie~ = arai, 

that is, 
~sJJ'A _ tB' sA air eJl. - air ai . 

(1.12) 

(1.13) 

(1.14) 

The relations (1.13) are known as Nahm's equations; between 
the "jumping points" Zi they take the form 

dT
m 

= €"pqTPTq. (1.15) 
dz 

Ifthe embeddings v(x) are normalized by v(x)t v(x) = 1, then 
the formulas (1.1) and (1.10) automatically give rise to U(n) 
potentials. By imposing suitable constraints on A as de­
scribed elsewhere8 we may construct O(n) or USp(n) gauge 
fields. 

II. THE TRANSITION MATRIX FOR NAHM'S EQUATIONS 

In this section we shall consider in detail the equations 
dT 
--' = E"kTTk (2.1) dz 'J J 

for the three k X k skew-Hermitian matrices Ti • Let TJI. (x) be 
a U(k) gauge field dependent only on one variable, say xc, and 
such that To = O. It is easy to see9 that the corresponding 
curvature is self-dual, that is, 

Fai = !EijkFjk (2.2) 

if and only if the functions Ti (Xo) satisfy 
dTi 1 
- = --E"k [r.,Tk ]. (2.3) dxo 2 ') ) 

But these equations are identical to Nahm's equations (2.1) 
with z relabeled as xO. 

Now recall that to each self-dual connection there cor­
responds a certain holomorphic vector bundle via the fol­
lowing construction due to Ward. 1.2 Let TJI. (x) be analytical­
ly continued to C\ and the points of <::4 be represented in 
quatemionic notation 

eo - ix3 

x = XO - ix·u = 2 • 
-IX 
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-z) 
y' 

(2.4) 

There are two classes of null planes in <::4, which may be 
distinguished by means of the skew-symmetric tensor 
G-'v = VJI. WV - WJI. VV (unique up to a factor) formed 
from two independent vectors V, Win the plane. In one class 
of null planes G-'v is self-dual; in the other class it is anti-self­
dual. An anti-self-dual plane e is described by an equation of 
the form 

X'IT = lU, (2.5) 

where x is the quatemion of (2.4) and 'IT, lU are two-dimen­
sional complex column vectors and 'IT#O. Let us write 
p = lU21'IT2' V = lUl/'ITI ,; = 'lT l /'IT2; in terms of these param­
eters the plane e is given by the equations 

y +z; =p, y -zl; = v. (2.6) 

From (2.5) we see that the pairs ('IT,lU), ('IT',lU') describe the 
same plane if and only if 'IT' = A'IT, lU' = AlU for some 
AEC" { 0 j. Thus the set of anti-self-dual null planes is the set 
of equivalence classes of pairs ('IT,lU) under this relation, 
namely Cp3"Cpl (the deleted Cpl consists of those pairs in 
which 'IT = 0). We give the set of planes the standard differen­
tiable structure ofCP3. Since 'IT # 0 for each plane, the mani­
fold Cp3"Cpl can be covered by two coordinate patches 
Ul = {e = ('IT,lU): 'lT1 #OJ and U2 = {e = ('IT,lU): 'lT2#Oj. The 
standard coordinates in these regions are in U l 

'lT21'ITi = 11;, lUl/'ITl = v, lU21'IT1 = pi;; 

in U2 

'lTl/'IT2 =;, lUl/'IT2 = v;, lU21'IT2 = p. (2.7) 

Let us choose a pointxl(e) on each eEUl, and a pointx2(e) on 
each eE U2• The restriction of a self-dual two form FJl.v to an 
anti-self-dual plane e vanishes identically, so that the con­
nection TJI. (x) isflat when restricted to e. We may therefore 
define a vector bundle over CpJ"Cpl whose fiber at e con­
sists of all covariant constants on e. To any covariant con­
stant f on the plane e we may ascribe coordinates f(x l ) if 
eEUl , or f(x 2 ) if OEU2• If eEUlnU2 there are two sets of co­
ordinates for f, related by a transition matrix g(e ): 

f(xIl = g(e }f(x2 ), (2.8) 

where 

g(e) = P exp i~' TJI. (x )dxJl. (2.9) 

and the integration is performed along any path from x I to X 2 

in the plane e. In principle, knowledge of g(e ) is sufficient to 
determine TJI. (x) up to a gauge transformation. For 

g(e) = P exp (X T~ dx~ P exp (X, T~ dxJl. 
JX1 Jx 

= h (x,;)k{X,;)-I, (2.10) 

where h is analytic for; #0 and k is analytic for; # 00. 

Liouville's theorem implies that h,k are uniquely determined 
byg(e )uptotransformationsoftheformk (x,; )_k (x,;) y(x), 
h (x,; )-h (x,; ) y(x). But then for any vector V ~ tangent to 
the plane e (x,; ), 

v~ a~h (x,;) = h (x,;)V~ T~(x), 
(2.ll) 
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Now the tangent vectors of the plane 0 (x,~) are those which 
satisfy VJl aJlJl = VJl aJl v = 0; recalling the expressions (2.6) 
for Jl, v we see that the tangent plane is spanned by the vec­
tors VJl aJl = ay + ~ az, WJl aJl = az - ~ ay. Thus Eqs. 
(2.11) tell us that 

Ty + ~Tz = h -I{ay + ~ az)h = k -I{ay + ~ az)k, 
(2.12) 

Tz - ~Ty = h -I{az - ~ ay)h = k -I{az - ~ ay)k. 

The arbitrary transformation k--kr, h--hr, which we are 
allowed to perform without change in g{O), gives rise to a 
gauge transformation TJl--r- 1 TJl + r- I a Jl r. 

Let us return to the situation described at the beginning 
of this section, in which TJl depends on the single variable xo, 
and To = O. It is possible to choose the two reference points 
XI' X2 so that they both lie on some given hyperplane Xo = A. 
Specifically, we may take 

XI=CJl+V~U)l~ -v:u), 
(2.13) 

x2 = ( - Jl : U (Jl + v Jl- U )~). 

Indeed, it is easy to see that X; is an analytic function of the 
coordinates (2.7) in the region U;; in both cases 
Xo = (y + J)/2 = A. For the path of integration in (2.9) we 
may choose a straight line lying within Xo = A; TJl is con­
stant along this path. Weare now able to perform the inte­
gration 

g{A,O) = P exp L~2 TJl dxJl = exp TJl {A )(X2 - XIY'. (2.14) 

Let us make the following definition: 

T(A,~) = Tz{A) + (Ty{A) - Ty{A))~ + Tz{A )~2 

= Hi{l - ~2)TI{A) + (I + ~2)T2{A) + 2i~T3{A)}. 
(2.15) 

Then g{A,O) is related to the "initial conditions" on T; at 
Xo = A by the following result: 

g{A,O) = exp - (T(A,~ )/~){ Jl + v - U ). (2.16) 
In the next section we shall consider some special cases of 
(2.16), and work through an example in which this result can 
be used to generate a solution to Nahm's equations. 

III. EXAMPLES AND APPLICATIONS 

The simplest nontrivial example of Nahm's equations 
arises when we consider a pair of SU(2) monopoles. In this 
case Eqs. (1.6) and (1.8) have Zl = -!, Z2 = !, kl = - 2, 
kz = 2; hence k (z) = 2 if - ! <z <!, but k (z) = 0 otherwise. 
This means that the T j (z) are 2 X 2 skew-Hermitian matrices 
defined on the interval ( - !, !). According to Nahm, T; sat­
isfies the boundary condition that it has simple poles at the 
end points. In order that the resultant AJl (x) be an SU(2) 
potential, T; (z) must also satisfy a reality conditionS 

T j { -z)* = - cT;{z)ct, (3.1) 

where the "charge conjugation" matrix c is chosen so that 
cc* = 1. For our purposes it is convenient to choose a basis in 
which c = 0"1' A known solution of Nahm's equations with 
all the above properties is II 
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TI!xO) = - (i/2)0"1{q/cnpxO), 

T2{xO) = - (i/2)0"2(p dnpxo/cnpxO), 

T3{xO) = - (i/2)0"3{q snpxo/cnpxO), 

(3.2) 

where q = pJf=P, k is the modulus of the elliptic func­
tions, and in order to place the poles at XO = ±! we must set 
p = 2K (k), where K (k) is the smallest positive zero of cn O. 
For this solution, the initial conditions at XO = 0 are 

TI{O) = - ~iO"lq, Tz{O) = - YO"1!', T3(0) = O. (3.3) 

We apply Eqs. (2.15) and (2.16) to calculateg(O) g{O,O): 

1"{~) = - {i/4){i{1 - ~2)qO"I + (1 + ~2)pO"zl. (3.4) 

Hence 

g{O) = exp(i/~){ i(1 - ~ Z)qO"I + (1 + ~ 2)P0"2)( Jl + v). (3.5) 

To evaluate the exponential in this case we use the well­
known identity exp ian·a = cos a + in·a sin a, where n is a 
unit vector. From (3.5) we read off the values of a and n: 

a = (raii/~)(Jl + v), 

n = (1I2/tib){i(a - b), a + b, 0), 

(3.6) 

(3.7) 

where the quadratic polynomials a and b are defined by 

4a = p{l + ~2) + q(1 _ ~2), 4b = p(1 + ~2) _ q(l _ ~2). 
(3.8) 

Thus if 0" ± = 0"1 ± i0"2' the explicit form for the transition 
matrix is 

/tib g(O) = cosT(Jl + v) 

+ ~bO" + - aO" _) sin /tib (Jl + v) 
2/tib ~ 

[

COS /tib (Jl + v) _b_ sin /tib (Jl + V)] 
~ /tib ~ 

- a. /tib /tib . 
- --SlD~Jl+V) COS~Jl +v) 

/tib ~ ~ 
(3.9) 

It is possible to deduce the form (3.9) of g(O) from a 
slightly different point of view. We are seeking a transition 
matrix g(O ) corresponding to a gauge field TJl (x) dependent 
on XO alone. A gauge-equivalent field TJl (x) will not, in gen­
eral, have the same property, but will satisfy the weaker con­
dition: any translation ofTJl (x) in Xl, x2, or x3 may be com­
pensated by a gauge transformation. That is, if aO = 0 there 
exists a gauge transformation ra (x) such that 

TJl(x + a) = ra(x)TJl(x)ra(x)-1 - aJl ra (x)ra (X)-I. 
(3.10) 

By contrast, the monopole gauge potentials AJl (x) them­
selves are independent of xO, and any equivalent potentials 
Am (x) must satisfy an invariance condition analogous to 
(3.10) for translations a = (aO,O,O,O) in xO. Guided by this 
precedent, we say that two transition matrices are equivalent 
ifthereexists a matrix X (0 ) analytic in UI and a matrix Y(O) 
analytic in Uz [see definitions preceding (2.7)] such that 

g{O) =X{O)g(O)Y(O). (3.11) 

It is easy to prove that gauge-equivalence classes of vector 
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potentials are in 1-1 correspondence with equivalence 
classes of transition matrices via the Atiyah-Ward construc­
tion. Therefore the property of translational invariance 
(3.10) is reflected in a similar property of the corresponding 
g(O): 

g(x + a,t ) = Xa (x,t )g(x,t ) Ya (x,t ). (3.12) 

The problem of finding the transition matrices for all solu­
tions of Nahm's equations is equivalent to the problem of 
finding the most general matrix satisfying (3.12). Let us show 
that (3.9) indeed satisfies this constraint. Under an infinitesi­
mal translation inxl, x 2

, andx3 the angle a defined in (3.6) is 
changed by an amount 

(3.13) 

It follows that the increment in g(O) is given by 

t5g(x,t) = (& _ ~)( - .,f{ib sin a b cos a ) 
t - a cos a - .,f{ib sin a 

= c5Zs(x,t)g(x,t) + &g(x,t)z(x,t), (3.14) 

where the matrices S, 'T/ have been defined as 

1 (0 b) 
s(x,t) = - F -a 0' 

(3.15) 

'T/(x,t) = (~a ~). 
It is easy to see that S, 'T/ are analytic for t =I- 0, t =F 00 , respec­
tively; (3.14) is just the infinitesimal form of the condition of 
translational invarlance (3.12). 

In Sec. II we calculated g(O) from the initial values 
Ti (A. ); in some cases it is possible to go further, and derive the 
solution Ti (Xo) itself. If g(O) may be reduced to triangular 
form by an equivalence of type (3.11), then we may apply the 
usual Ansiitze2

--4 to extract T,. (x). One example for which 
this is possible is that of the axially symmetric charge 2 mon­
opole. 12 In this case the quantities appearing in (3.2) and (3.8) 

arek = O,q = P = 17,a = 17/2,b = l7t 2/2,and.,f{ib = l7t /2. 
Hence 

(8) = (COS 17( JL + v)/2 
g - t -I sin 1T(JL + v)/2 

t sin 1T( JL + V)l2). 
cos 1T( JL + v)/2 

(3.16) 

In order to put g in upper-triangular form we perform the 
following sequence of equivalence transformations: 

8)=(cosa t sin a) 
g( -t-1sina cosa 

=G/-I 0)( cosa 
1 - it-1eia 

_ ~eia)(~ if) 

=G/-I ~)(ei;4 e-~~/4) 
(te

ia 

X 0 
cosa )( 0 

t-1e- ia e-i~/4 

_ ~i~/4)(~ it) 
1 . 

(3.17) 

Now let a = a+ + a_, where a+ is analytic for t =F 00 and 
a _ is analytic for t =I- 0; in this case a + = l7JL/2, a _ = 1TV /2. 
Then there is a further equivalence 
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(3.18) 

Hence g(O) is equivalent to the upper-triangular matrix 

_ (t !(ei~" + e - i'"1) 
g(O) = 0 t -I' (3.19) 

We can now recover the vector field T,. (x) corresponding to 
g(O) as follows: Letp(x,t) = MerIT,. + e - i1l"V), andlet..1o(x)be 
the coefficient of to in the Laurent expansion of p: 

1 fdt ..1o(x) = -. --;:-p(x,t), 
2m t (3.20) 

the integral being evaluated around some contour C encir­
cling the origin in a positive direction. The matrix (3.19) is 
reminiscent of that encountered when applying the twistor 
method directly to the gauge field A,. of a single monopole. 
Using the first Ansatz13 

T,.(x) = (i/2)'T/,.v av In..1o' (3.21) 

where 
'T/,.v = - 'T/v,., 'T/io = (To 'T/ij = Eijk(Tk' (3.22) 

and making the appropriate substitution 

..1o(x) = e _me' cos l7Xo, (3.23) 

we find that the components ofT,. (x) are as follows: 

- i - i i ° To = -'1T(T3' TI = -'1T(T2 - --J{T(TI tan l7X , 
222 

- i i ° T2 = - --J{T(TI - --J{T(T2 tan l7X , 
2 2 

- i ° T3 = - --J{T(T3 tan 1TX • 
2 

(3.24) 

This is certainly a self-dual gauge field; but to obtain a solu­
tion of Nahm's equations (2.1) we must make a gauge trans­
formation T,. = yT,. y-I - a,. rr- I such that T,. satisfies 
the additional constraints To = 0, ai T,. = O. The grou..!! ele­
ment y(x) must therefore have the property aoY = yTo; in 
this case an appropriate choice is 

y(x) = exp - (i/2)(T31T(! - XO). (3.25) 

Now the adjoint representative of y(x) is a rotation through 
an angle 1T(! - Xo) in the (TI(T2 plane. It follows that the result­
ing solution of (2.1) is 

i (TI i (T2 
TI = - - 17 ,T2 = - -17 --=-7 

2 cos l7Xo 2 cos l7Xo ' 

T3 = - (i/2)17(T3 tan l7Xo, (3.26) 

which is just a special case of the known solution (3.2) in 
whichk=O. 

As a second example, we shall solve (2.1) subject to the 
boundary conditions Ti(l) = !i(Ti' In this case (2.15) and 
(2.16) are used with A. = 1, and T(1,t)2 = O. Therefore 

g(l,O) = 1- [T(1,t)ltHJL+v-2) 

(
(JL + v)/2 

= t-I(JL + v - 2)/2 
- t(JL + v - 2)/2). 
2 - (JL + v)l2 

(3.27) 
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The triangular matrix equivalent to (3.27) is 

(~ !( ~ -+1 V)). g(I,O) = 0 ~ (3.28) 

Using the first Ansatz as above, with the function 
~o(x) = ~(y + ji) = xo, we find the gauge field 

Ti(X) = (i/2)(o";lxO), To(x) = O. (3.29) 

This field already satisfies the conditions To = 0, ai TI' = 0, 
so no gauge transformation is necessary. It represents a solu­
tion of Nahm's equations (2.1) having a single pole (at 
XO = 0). Such solutions become relevant when one considers 
gauge groups larger than SU(2). 

It is easy to see that if TI' and yTI' y-I - a I' y y-I are 
two gauge-equivalent solutions of Nahm's equations [that is, 
both satisfy (2.1) and To = ai TI' = 0] then the gauge trans­
formation y must be constant. Therefore each equivalence 
class of fields with the property (3.10) contains a solution of 
Nahm's equations which is unique up to a global transforma­
tion TI' ---+yTI' y- I. 

IV. CONCLUSION 

By remarking that Nahm's equations are the self-dua­
lity conditions for a one-dimensional gauge field and apply­
ing the twistor construction we have shown the equivalence 
of these equations to the following Riemann-Hilbert prob­
lem (RHP). Let Cbe a contour encircling the origin in the~­
plane, and let D +,D _ be the interior and exterior domains 
separated by C; the matrix function g(x,~) of Eq. (2.16) is 
defined and analytic in a neighborhood of C. The RHP to be 
solved is to find two matrices h (x,~), k (x,~) analytic in 
D -,D + respectively, such that g = hk -Ion C. For simpli­
city we impose the boundary condition h ( r:IJ ) = 1. 

If we represent the functions h,k as 

h (A) = 1+_1 ,( oi~) d~, AED_, 
21TiY ~-A 

k(A) =1 +~,{ (7(~) d~, AED+, 
21Tlj~ -A 

(4.1) 

then the function oi~ ) satisfies a linear singular integral equa­
tion 

oiA ) + 2 [g(A ) + I ] -I [g(A ) - I ] 

X (I + _1 p,{ oi~) d~) = 0, 
21Ti j~-A 

(4.2) 

where P denotes the principal value of the contour integral. 
We have seen that if g( 0) can be put into triangular form 

by an equivalence transformation then the Riemann-Hilbert 
problem may be solved by a standard Ansatz.2

-4 However, 
we have not been able to find a triangular form for the gen­
eral transition matrix (2.16), nor indeed for the general two­
monopole situation of Sec. III in which k # O. It is possible to 
argue that no such standard form exists in this case; for sup­
pose that g(O ) is equivalent to 

g(O) = (~I Pt~)) (4.3) 

for some positive integer I and some p(x,;) analytic for 
;E£ [ 0, r:IJ J. Suppose also that g( 0 ) obeys the condition of trans-
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lational invariance with respect to Xi in its infinitesimal form 

p) (a f3 )(~ I p) 
~-I = 0 Y 0 ~-I 

(~I P )(a b) 
+ 0 ~ -I 0 C 

(4.4) 

for some functions of x and ~ (depending on i) of which a,{3, y 
are analytic for; #0 and a,b,c are analytic for; # r:IJ. It is 
straightforward to deduce that a,y,a,c are independent of; 
and that 

aiP = (a + c),o + f3~ - I + ~ lb. (4.5) 

If we now consider the Laurent coefficients 

~r(x)=~,{ d~ ~ 'p(x,~), 
21Tl) ; 

we see that for -I + 1 <,r<J - 1 

ai~r = (a + C)i~r = ki~r' (4.6) 

so that each ~ r depends exponentially upon x: 

~r(x) = ~r O(XO) exp k·x. (4.7) 

Moreover, the functions ~r satisfy the Laplace equation3 

a2~r = 0, which by virtue of (4.7) becomes 

~ro" = - k2~rO. (4.8) 

Finally we obtain the result that the coefficients ~r(x) for 
- I + 1 <,r<,1 - 1 must take the form 

~r(x) = (Ar exp ilklxo + Br exp - ilklxO) exp k·x.(4.9) 

If these functions are substituted into the Ansiitze of Refs. 2-
4 they will yield potentials TI' involving exponential and 
trigonometric functions; never elliptic functions. Hence the 
solution (3.2) cannot arise from a transition matrix such as 
(4.3). 

Many questions remain to be answered in this ap­
proach. For example, it is clear that the solution TI' (x) will be 
singularatpointsxwheretheRHPg(x,;) = h (x,;)k (x,; )-1 
is insoluble, but the location of these points is not at all ob­
vious from (2.16). Ifwe could deduce fromg(x,~) the location 
and nature of the singularities in TI' (x), then we would be 
able to find the constraints on TI' (0) which ensure Nahm's 
boundary condition (that TI' has simple poles at the end­
points). Such constraints must be sufficient to reduce the 
number of parameters of an SU(2) multimonopole to the val­
ue 4n - 1 (see Ref. 14). 

It is interesting to note that the characteristic equation 
ofr(A,~),det(7J - rIA,;)) = o (which is independent ofA ) de­
fines what Hitchin calls the spectral curve. IS The reason for 
the appearance of the spectral curve in this approach is not 
clear to the author. 

One of the most interesting features of Nahm's con­
struction is the "reciprocity" of the relationship between the 
gauge potential AI' and the matrices TI' (see Ref. 9). This 
leads us to expect a similarly reciprocal relationship between 
the transition matrices for the two connections A I' and TI" 
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Generalized electromagnetic fields and the corresponding generalized electromagnetic field 
tensor in a real eight-dimensional space-time manifold have been constructed, in terms of which 
the generalized Maxwell's field equations have been derived. The Lorentz force acting on a 
charged particle moving in generalized electromagnetic fields has been derived by constructing an 
eight-velocity vector in this space. 

I. INTRODUCTION 

During the past few years there has been considerable 
interest in higher-dimensional kinematical models 1-8 for a 
proper and unified representation of every type of relativistic 
object, bradyonic as well as tachyonic (including those with 
internal structure). The Yang-Mills field, like the electro­
magnetic field, appears as part of the metric tensor for the 
higher-dimensional space as shown by Thirring9 for the five­
dimensional case (the gauge group being abelian) in which a 
gauge invariant effective Lagrangian for scalars and spinors, 
coupled to the electromagnetic field, can be derived from a 
free field Lagrangian. Furthermore, the Einstein-Yang­
Mills Lagrangian can also be derived from a higher-dimen­
sional gravity Lagrangian, as MecklenburgJO has used a sev­
en-dimensional space with its internal dimensions spacelike 
in order to reproduce the right coupling of gravity to the 
Yang-Mills field. Quite generally, there is the hope that 
spontaneous symmetry breakdown may also be achieved by 
the use of higher dimensionality. In a similar way, it has been 
speculated 1 1-17 that the problem of representation and local­
ization oftachyonic objects may be solved only via the use of 
a higher-dimensional space since they cannot be fully local­
ized in ordinary four-dimensional Minkowski space. In an 
attempt to achieve a unified and consistent representation of 
both bradyonic and tachyonic objects (extended one, i.e., 
with internal structure also), we have constructed 1 

8 an eight­
dimensional space-time structure (D 8) as the union of two 
different subspaces R 4 (1,( ) and T4 (t,r) which act as the most 
natural spaces for the individual representations of bra­
dyonic and tachyonic objects, respectively. This new eight­
dimensional space-time geometry can be represented as the 
topological summation of R 4 and T4 subspaces, such that 

D8=R 4uT4. 

While passing from R 4 space to T4 space, the timelike event 
is observed as a spacelike one and the usual bradyons appear 
to behave as tachyons and vice versa. Thus, a subluminal 
speed in R 4 subspace leads to a superluminal speed in T4 
subspace and consequently, the bradyons move with sublu­
minal velocity in subspace R 4 and superluminal velocity in 
T4 subspace in such a way that the internal and external 
spaces for bradyons are designated as T4 and R 4 subspaces, 
respectively, while the situation isjust reversed for tachyonic 
objects. 

Furthermore, it has already been demonstrated in our 
earlier paperl9 that in eight-dimensional space-time one gets 

two types of Doppler effect of sub- and superluminal 
sources, the usual one associated with their appropriate ex­
ternal subspaces and the other one assoicated with their in­
ternal subspaces which is pronounced as a hidden Doppler 
effect since it is associated with the internal degrees of free­
dom and internal symmetry properties of different objects. It 
has also been shown that if a macroscopic phenomena is 
known to produce a radio emission in bradyonic (or ta­
chyonic) external subspace obeying a certain chronological 
law and one happens to detect the reversed radio emission, it 
should correspond to a hidden Doppler effect associated 
with the corresponding internal subspaces. Moreover, the 
built-in duality associated with the combination of symme­
tries of R 4 and T4 subspaces may be useful to understand the 
problem of quark confinement in quantum chromodyna­
mics where the role of tricolors would be played by three 
times for bradyons and three space coordinates for tachyons. 
In the present paper, we have formulated the unified electro­
dynamics in this extended Minkowski space (real eight-space 
geometry) and the field equations have been derived in terms 
of an eight-dimensional electromagnetic field tensor and 
eight-current densities. The Lorentz force on a charged par­
ticle moving in these generalized electromagnetic fields has 
also been constructed in terms of generalized field tensor and 
eight-velocity of the particle. 

II. GENERALIZED ELECTROMAGNETISM IN EIGHT­
SPACE 

As mentioned earlier, the eight-dimensional space-time 
manifold is the union of two subspaces R 4fT,( ) and T 4(t,r), in 
which a space-time eight-vector is defined as the following 
column vector (in natural units Ii = c = 1): 

{xP}=Ur"}; {(IL) V = [fT,( );(t,r)V, (1) 

where,u = 1, ... ,4,p = 1, ... ,8, and T denotes the transpose. In 
a similar way, the eight-potential vector may be defined by 
the following column vector: 

{APj=UA ILj; {¢ ILj V = [(A,¢ );(¢.A )]T, (2) 

while the eight-dimensional differential operator is given by 

rap j=[ {(ar)IL j; {(at)IL)] T =n~tat);(at,ar)V' (3) 
The four-vector {A IL} generates the electromagnetic fields 
inR 4, and the same fields when viewed upon from T4 appear 
as if generated by the second four-vector {¢ IL} in T4 sub­
space. As such, the electromagnetic fields in R 4 and T4 sub­
spaces may be defined by the following relations: 
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and 
---+ --+ --+ -+ -+ ---+ 
Et = - a,A - a,<p, Ht = at X<p (in T 4

), (4b) 

which show that the space rotation of the spatial part of 
{<p I' J in T4 produces the magnetic field Ht in this subspace 
in a similar manner as the space rotation of the spatial part of 
{A I' J in R 4 produces the magnetic field H, in this subspace. 
In order to construct the field equations taking into account 
both these types of fields as observed in R 4 and T4 subspaces 
separately, we introduce the eight-current density vector as 
follows: 

(5) 

where the four-vector {J j prov~es the prescribed four­
current density for fields E, and H, in subspace R 4, and 
{; I' J does so for fields Et and Ht in T 4 subspace. Then, the 
field equations in subspace R4 may be written as follows: 

a, .E, =;, a,xH, -atE, =J, 

-+ -+ -+ -+ -+ 
(6) 

a, ·H, =0, a,XE, +atH, =0, 

and those in subspace T4 are given by 
-+ --+ -+ --+ --+ --+ 

at ·Et = -J, atXHt -a,Et = -;, 

-+ -+ -+ ---+ --+ 
(7) 

at ·Ht =0, atxE, +a,Ht =0. 

In physical terms, four-current vector {; I' J gives the charge 
and current source densities in subspace T4 which acts as 
internal (or external) space for bradyons and subluminal 
fields (or tachyons and superluminal fields). Four-current 
density {J I' J producing electromagnetic fields E, and H, in 
subspaceR 4 when viewed upon from subspace T 4

, appears as 
four.:£urrent {; I' J producing the electromagnetic fields Et 

and H t in subspace T4. The electromagnetic field tensors in 
these two subspaces, may easily be constructed in the follow­
ing form, by using the above definitions of fields given by 
Eqs. (4a) and (4b): 

Sl'v=(a,)v AI' - (a')I'A v 

( 

0 Hz -Hy 

-Hz 0 Hx 

- Hy -Hx 0 

-Ex -Ey -Ez 

(8) 

and 

J¥'l'v==(at )v <PI' - (at)!' <Pv 

(-~ 
Htz -H,y 

E") 0 Ht, Et 'z y 
(in T 4

). (9) 
Hty -H 0 E,z t, 

-E -E -Etz 0 t, ty 

In terms of these field tensors, the field equations (6) and (7) 
may be expressed as follows: 

iJ';SI'V = JI" a;(5 ~v) = 0 (in R 4), 

il';J¥'I'V = ;1" a~(~v) = 0 (in T 4
). 

(lOa) 

(lOb) 

The negative sign occurring with source densities in the sec­
ond set of these equations may be explained in the light of 
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results of Mignani and Recami 14 and Dattoli and Mignani,15 
where it has been shown that imaginary superluminal Lor­
entz transformations when applied to usual (subluminal) 
Maxwell's equations introduce such negative sign in four­
current density. As such, by comparing the general field 
equations (lOa) and (lOb), we may conclude that electromag­
netic fields of subspace T4 behave as superluminal fields 
when observed from subspace R 4. 

Using the field tensors, defined by Eqs. (8) and (9), the 
generalized electromagnetic field tensor in eight-dimension­
al space may be constructed as the following 8 X 8 matrix: 

FA _(tI'V 0) 
pA.= 0 -ft>kl 

(.u,v=I, ... ,4; k=.u+4, l=v+4), (11) 

whe.Je tl'V' ft>kl are 4 X 4 matrices defined by Eqs. (8) and (9) 
are 0 represents a null matrix (4 X 4). It yields the following 
generalized field equations with the eight-current density de­
fined by Eq. (5): 

(12) 

which are similar to usual Maxwell's equations and repro­
duce the sets of field equations (6), (7), and (10). In terms of 
the generalized eight-dimensional electromagnetic field ten­
sor FpA.' the Lorentz force acting on a charged particle ( - e) 
moving in such an electromagnetic field is given by the fol­
lowing relation: 

!;, = - e FpA. U A., (13) 

where U A. is the eight-velocity of the particle defined in the 
following form as the combination of forward and inverse 
velocity four-vectors associated with subspace R 4 and T 4

, 

respectively, 

(14) 

which contains both the forward (v = dr/dt) and inverse 
(u = d 1/ dr) velocities of a moving charge in R 4 and T 4

, re­
spectively. Substitution of the expressions of generalized 
electromagnetic field tensor and eight-velocity in Eq. (13) 
directly leads to the following Lorentz force equations in 
subspaces R 4 and T4 separately: 

F, = e[E, + (vXH,l] , !, = erE, . v), (ISa) 
-+ -+ -+ --+ 

Ft = -e[Et+(uXHt)], f,.= -e(E.u), (ISb) 

where the eight-force vector has been taken as 
--+ ..... 

{fPJ= [(F,,!,); (F"f,.)] T. 

Equations (lSa) represent the usual Lorentz force acting on a 
moving charged particle ( - e) and the rate of change of its 
energy in R 4 (with velocity as v), while Eqs. (ISb) give the 
quantities in T4 (with velocity parameter u) with negative 
strength. 

As an alternative, if we interchange the role of electric 
and magnetic fields while passing to T4 subspace from sub­
space R 4, then we have the following equations in place of 
those given by (4b): 

-+ -+ -+ -+ -+ -+ (4b') 
Et = - at X<p and Ht = - a,A - a,<p, 

and consequently, the field equations in subspace T4 reduce 
to the following forms: 
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~-+ ~-+ -+ ~ 

at ·H, = -J, a,XE, +arH, =~, 

at .E, =0, a,XHt -arE, =0. 
(7') 

These field equations when compared with those given by 
Eqs. (7) show th~ thS field~defineQ. by Eqs. (4b') incorporate 
the interchange E-H and H_ - E with charge and current 
source densities suitably interchanged while passing from 
subspace R 4 to subspace T4. It shows the dual invariance of 
Maxwell's equations and reveals the behavior of electric 
charge in R 4 subspace as that of magnetic charge in T4 sub­
space. I..!. is also clear from these equations that the current 
density ~ in subspace T4 produces the electric field E, in the 
similar manner as the cUl!.ent density -; in subspace R 4 pro­
duces the magnetic field Hr. Furthermore, the charge den­
sity J in suE-space T4 creates the longitudinal part of the mag­
netic field H, in the similar manner as the charge density ~ in 
subspace R 4 produces the longitudinal electric field. This 
interchange in the roles of current and charge source densi­
ties while passing from subspace R 4 to subspace T 4 is consis­
tent with the dual invariance of Maxwell's equations under 
superluminal Lorentz transformations. The electromagnetic 
field tensor corresponding to definition (4b') is given by 

7I"1'"=(a,),, tPl' - (a,)l'tP" 
o -E,z E, 

y 

H'X) H, 
y 

H . 
'z 

o 

o 
o 

-H -H -H tx ty tz 

(9') 

Using this field tensor (in subspace T4) with that given by Eq. 
(8), the second type of generalized field tensor may be con­
structed in a similar way as given by relation (11). The result­
ing expression for Lorentz force remains the same as given 
by Eq. (13) which has its first four components (Fr and!.) 
similar to those given by Eq. (15a), while the remaining fo~r 
components are given by the following relations [in place of 
those given by Eq. (15b)]: 
-+ -+ -+ -+ 
F,= -e[H,-(uXE,)] and/,.= -e(H,'u), (15b') 
which are the force equations similar to those for a magnetic 
charge o! strenglh ( - e) moving through the electromagnet­
ic fields E, and H, with the subluminal inverse velocity u in 
subspace T4. In other words, the electric charge in subspace 
R 4 when observed from T4 subspace (i.e., seen as moving 
with superluminal velocity) appears as a magnetic charge 
moving with the subluminal velocity in T4 subspace. It is in 
agreement with the result of Dattoli and Mignani. 15 

III. DISCUSSION 
A unified electromagnetic theory in the proposed real 

eight-dimensional space-time geometry has been developed 
for extended objects (bradyonic as well as tachyonic), where 
for the bradyonic bodies the subspace R 4 is the representa­
tion space of the observables and the subspace T4 is the inter­
nal subspace in which internal degrees of freedom of these 
bodies be represented. On the other hand, for tachyonic bo­
dies T4 is the representation space of the observables and the 
internal degrees of freedom are associated with the internal 
~pace R 4. A bradyonic body moving with the velocity lui < 1 
10 subspace R 4 (forward velocty v = arldt in eight-dimen-
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sional space D 8), when viewed upon from the subspace T4 
appears as moving with the inverse velocity u = at I dr with 
I u I > 1. Similarly, a tachyonic body moving with the velocity 
Ivl > 1 insubspaceR 4 appears in subspace T4asmovingwith 
the inverse velocity lui < 1. As such, bradyons are localized 
in subspace R 4 while tachyons are localized in subspace T4. 
Using the field definitions given by Eqs. (4), the electromag­
netic field tensors in subspaces R 4 and T4 and the corre­
sponding field equations have been derived as Eqs. (8), (9), 
and (10), respectively, which show that while passing from 
R 4 to T 4

, the bradyonic fields appear to behave as tachyonic 
and vice versa. In terms of these field tensors, the generalized 
field tensor in eight-dimensional space has been constructed 
as an 8 X 8 matrix given by Eq. (11) which has been shown to 
satisfy the general field equations (12) for the generalized 
current defined by Eq. (5), thereby showing the dual invar­
iance of the field tensor. The conservation of the generalized 
eight-current also leads to the charge conservation in sub­
spaces R 4 and T4 separately. The eight-force experienced by 
a moving charge in these generalized fields with eight-veloc­
ity defined by Eq. (14), has been derived as Eq. (13) which is 
expressible in terms of Lorentz forces and energy rate 
changes in both the subspaces. Besides the usual fields (in 
subspace R 4), in order to incorporate the magnetic monopole 
type behavior, the generalized electromagnetic field tensor 
has also been constructed after interchanging the roles of 
electric and magnetic fields in subspace T4 [Eq. (4b')], which 
is shown to satisfy the same generalized field equations (12); 
but the second set of eight-force equations (15) changes to 
Eq. (15b'), which reveals that the electric charge (e) in R 4 

when observed by an observer in T4 behaves as a magnetic 
charge of strength ( - e). 
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Necessary and sufficient criteria are presented for eliminating discrete ambiguities in the 
determination of reaction amplitudes from the bilinear products of amplitudes that are measured 
in experiments. In terms of a geometrical analog, the criteria require closed loop diagrams with an 
odd number of broken lines and an odd number of solid lines. The results are applicable to the 
general mathematical problems of solving a set of simultaneous bilinear algebraic equations for 
several unknowns. 

I. INTRODUCTION 

The determination of reaction amplitudes from experi­
mental measurements on reactions in molecular, atomic, nu­
clear, and particle physics is an interesting and subtle prob­
lem because it is nonlinear: The experimental observables 
are linear combinations of bilinear products of reaction am­
plitudes with their complex conjugates. For this reason, 
when we want to determine n complex reaction amplitudes 
(apart from one overall phase which is undeterminable from 
experiments on a purely phenomenological level), even if we 
choose an appropriate set of 2n - 1 experiments which fix 
these amplitudes so that no continuum of solutions can exist, 
there can still be several discrete solutions which then can 
presumably be reduced to only one acceptable solution by 
further experiments. 

While the question of how to construct a set of experi­
ments (which we will call a complete set) which eliminates 
continua of ambiguities for an arbitrary reaction has been 
discussed in the literature from many points of view,I.2 the 
requirements for also eliminating discrete ambiguities (Le., 
constructing what we will call afully complete set) have been 
discussed only in connection with a few simple specific reac­
tions. Yet the question is of importance in designing experi­
mental programs for polarization experiments and for the 
analysis of the already large body of polarization data that is 
available. In particular, it was found recently3 that the exist­
ing data for p.-p. elastic scattering at 6 GeV Ic admit four 
amplitude solutions of almost equal statistical credentials, 
and this ambiguity makes dynamical deductions from those 
data less convincing. 

The present paper therefore develops criteria for ways 
of reducing these discrete ambiguities. As we will see, the 
answer is simple and at the same time interesting, because 
the additional number of experiments needed is by no means 
a fixed number but depends on the type of measurements 
already performed. This suggests, therefore, that in order to 
be most economical and yet most impactful, one should plan 
the whole set of polarization experiments together, including 
the "additional" experiments that resolve discrete ambigu­
ities. 

The utility of the results of this paper may, however, be 
broader than merely in amplitude determination through 
polarization experiments. The theory of a set of bilinear alge­
braic equations for several unknowns is, as far as I could 

ascertain to my great surprise, nonexistent. Since such sets of 
equations appear very frequently in mathematical and phys­
ical situations, a contribution to their understanding may 
have a very broad impact. 

This note will therefore discuss the nonlinear part of the 
problem: We are given the absolute value squares of n com­
plex amplitudes aj (i = 1,2, ... ,n) as well as the real and imagi­
nary parts of the aj aj• 'So What subset of these n2 quantities 
will allow us to determine the value of the a j 's without dis­
crete ambiguities? 

II. THE PROCEDURE 

In the analysis of the situation I will consider the proce­
dure in which the n magnitudes of the amplitudes are first 
determined by n measurements involving only the absolute 
value squares of the amplitudes. It has been shown that in 
any optimal formalism4 there is such a set of n measure­
ments. This determination of the magnitudes involves no 
discrete ambiguities, and the determination can usually be 
carried out to a considerable degree of accuracy even with 
measurements whose precision is short ofspectacular.s The 
reason for this ease and accuracy is that once the absolute 
value squares are determined from the measurements from a 
set of linear equations, the magnitudes themselves, which 
are of course always positive, can be determined unambi­
guously and accurately. Thus it is very advantageous for any 
experimental program to start with this well-defined subset 
of experiments giving the magnitudes of the amplitUdes. 

From a purely mathematical point of view, of course, 
there are sets of bilinear combinations of amplitudes which 
do not admit even discrete ambiguities but which do not start 
with the determination of all magnitudes of the amplitudes. 
For example, the set la112, Re alar, 1m alar(i = 2,3, ... ,n) is 
an example for this. We know, however, from the structure 
of optimal formalisms that the actual polarization experi­
ments do not lend themselves readily to the determination of 
just one magnitUde by itself. Hence in practice, sets of this 
type would be more difficult to acquire than sets in which 
first all magnitUdes are determined. It is for this practical 
reason that the present paper considers this latter case. 

Once these magnitudes are known from the set of n 
measurements, an additional set of at least n - 1 measure­
ments are needed to determine the relative phases of the am­
plitudes in the complex plane, and it is at this stage that 
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discrete ambiguities can arise, since, for example, the deter­
mination of Re ab * gives the angle between a and b, even if 
we know lal and Ib I, only to within a double discrete ambi­
guity, namely, if a relative phase angle fits this Re ab *, the 
negative of it also does. 

Since the overall phase is arbitrary, as said before, one 
of the n amplitudes, let us say ai' can be made pure real 
without sacrificing generality. Having done so, we have 
broken the symmetry between "real" and "imaginary," 
something that will reflect in the demonstration of the re­
sults. Had we, equally justifiably, set this first amplitude to 
be pure imaginary, the demonstration of the results would 
have held without modification except for the interchange 
"real"++"imaginary." Had we set the phase of the first am­
plitude to be something other than a multiple of !n, the re­
sults, although substantially still the same, would have been 
formulated in a more elaborate format without gaining any­
thing in the process. 

III. THE THEOREM AND ITS PROOF 

I will now state the main result of the discussion, name­
ly a necessary and sufficient criterion for the elimination of 
even discrete ambiguities. This will be followed by a proof of 
the validity of that criterion. 

The criterion and its proof will be described in the lan­
guage of a geometrical analog, similar to the one used in a 
previous paper discussing the determination of amplitudes. 
Let us denote each amplitude by a point, and each bilinear 
amplitude product by a line connecting the two points that 
correspond to the amplitudes that appear in the product. 
The line is solid if we have Re a; aj, and is broken (dashed) 
forlma;aj. 

For even just a complete (and not fully complete) deter­
mination of the amplitudes, the set of lines in our diagram 
corresponding to a complete set of bilinear combinations of 
amplitudes ("bicoms") must touch each amplitUde point and 
must form a connected network. To be/ully complete, the 
network must also satisfy the following two criteria. 

(A) Each amplitude point must be included in a closed 
loop. 

(B) At least one closed loop belonging to each amplitude 
point must have an odd number of broken lines and an odd 
number of solid lines in it. 

To reiterate, these are criteria for a fully complete deter­
mination of reaction amplitudes for an arbitrary particle re­
action (that is, a reaction containing particles with arbitrary 
spins) when the procedure for the determination of the am­
plitudes starts with a subset of experiments determining the 
magnitudes of the amplitudes. 

In order to understand why these criteria are valid, let 
us first consider a set of lines in our diagram which starts at 
the "anchor" amplitUde a I (the one we arbitrarily set to be 
pure real) and connects end-to-end to form an open and un­
branched chain. In other words, we consider the bicoms 
al ar, a; aj, ... ,ar a:' such that all the indices I, i,j, ... ,r, and 
s are all different. 

Let us first assume that all lines in this pattern are solid. 
In this case, let us track down the discrete ambiguities that 
exist in the knowledge of the amplitudes al,a;,aj , ... ,as when 
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we already know the magnitudes lall, la;l, ... , lasl and we 
have exact measurements ofRe a l ar, Re a;aj, ... , Re ara:'. 
Let us denote by aij the relative phase angle between a; and 
aj, that is, if al = la; le;~i, then aij = ¢; - ¢j' Ifwe then start 
withal (for which ¢I = Obyconvention), measuringRe alar 
yields ¢; or - ¢;, thus leaving a two-fold ambiguity. Taking 
the next step by adding Re a;aj* will produce a similar two­
fold ambiguity in aij' with respect to ¢;, and hence, putting 
this together with the ambiguity in a I; discussed above, we 
have now a fourfold ambiguity of the form 
+¢; +¢j' +¢; -¢j' -¢; +¢j' and -¢; -¢r Con­

tinuing this process, after I steps we end up with a 21-fold 
ambiguity which can be described as 

±¢; ±¢j ± ... ±¢r ±¢s' (1) 
Let us now add to the above set the solid line connecting 

point I with point s, that is, we add Re a 1 a:'. In other words, 
we make a closed loop out of the previous patterns of an open 
chain. In this case we now have the condition 

ali +aij + ... +ars +asl =0. (2) 
This condition will, in general, not be satisfied for all possible 
sets of ¢;'s which were allowed by the ambiguities in Eq. (1). 
In fact, for arbitrary values of the ¢;'s, only two of the 21 
previous solutions will satisfy Eq. (2), the two differing only 
in an overall sign. Thus we find that for a closed loop contain­
ing the "anchor" amplitUde and containing only solid lines, 
we end up with one twofold discrete ambiguity regardless of 
the size of the loop. 

For special sets of values for the ¢;'s, the number of 
ambiguities may be large. To illustrate this, consider the 
highly unlikely and artificial situation in which 
ali = aij = ... = ars p, and, say, a ls = k{3, where k is an 
integer and k < m, where m is the number ofindices in the set 
{ij, ... ,r,sJ. In that case, even if we measureals , that value of 
a Is = k{J can be reconciled with 2m 

- k choices of signs in 
Eq. (1), even apart from the twofold ambiguity due to the 
overall sign change mentioned earlier. 

While such special sets of values of the ¢ 's are unlikely 
to be relevant when we deal with measurements of infinite 
accuracy, their case is pertinent when we deal with experi­
ments offinite precision, especially if this precision is quite 
limited. Although the method of analysis of such "real-life" 
situations is given by the above observations, the conclusions 
of such an analysis must be determined for each situation 
separately, since they depend on the individual values of the 
¢ 's as well as on the experimental uncertainties in the set of 
measurements under consideration. 

Let us now return to the consideration of the case of 
precise experiments and the chain of measurements dis­
cussed above. So far we considered only chains containing 
only solid lines. Let me now take a similar open chain, start­
ing from the "anchor" amplitude, in which the first few links 
are solid lines and the remaining links are broken lines. In a 
way which is directly analogous to the procedure we used for 
the all-solid chain, we get the ambiguity pattern [corre­
sponding to Eq. (1)], which is 

± ¢; ± ¢j ± ... ± ¢p + { ~q ~ } + ... + { ~ ~ } 
11' 'f'q 11' 'f's (3) 
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and ifwe close this chain by, say,lm a l a:', we get the condi­
tion analogous to Eq. (2), 

±ali ±aij ± ... ±ap_l.p 

+ { apq } + + { a.1 
} = O. 

1r - apq 1r - ad 
(4) 

Equation (4) can be rewritten, remembering that a phase has 
meaning only modulo 21r. The ambiguity then is 

{ 
± "ai,i+l } 

i+l=q 
±ap_I,p + I I =0, 

1r+ L ai,i +1 i+l=q 

(5) 

where 1:" is any of the many summations of the aij's in which 
an even number of coefficients of the a's are - 1 and the rest 
+ 1, and where in the similar 1:' there is an odd number of 
- 1 's among the coefficients. 

We can now ask if the ambiguity we found in the case of 
an all-solid line loop exists here or not. To find the answer, 
let us consider the situation in which 

ali + ... +ap_ 1,p +apq + ... +a.1 =0. (6) 

Is there now another combination of a's of the form given by 
Eq. (5) which is O? Ifthe number of broken lines is even, the 
answer is "yes," namely 

-all - .,. -ap_ 1,p -apq - •.. -a.1 =0 (7) 

also holds, and this combination also appears among those in 
the upper line ofEq. (5). If, however, the number of broken 
lines is odd, the combination on the left-hand side of Eq. (7) 
appears in the lower line of Eq. (5) and hence with an extra 1r 
in the combination, which should vanish with this extra 1r 
and hence will not without it. Thus the twofold ambiguity 
experienced for loops with all solid lines does not exist for 
loops with an odd number of broken lines. The proof is simi­
lar in the case when in Eq. (6) some of the signs are negative 
rather than positive. 

In the above proof we considered the case when the first 
few lines are solid and the remaining ones broken, but that 
restriction is clearly inessential: The structure ofEqs. (3H7) 
is evidently independent of this restriction and so are the 
conclusions derived from it. 

So far we considered only bicom sets which form a loop 
in the geometrical analog, with no additional lines in the 
diagram. If the loop also has "dangling" open chains stick­
ing out of it, for each such chain consisting of z segments we 
have a 2Z -fold ambiguity. To eliminate such a set of ambigu­
ities, we must close the chain into a loop the same way as we 
did for the original loop, making sure that the newly closed 
loop now has an odd number of broken lines in it. If by 
closing the chain into a loop we make the chain part of sever­
alloops, only one of them needs to contain an odd number of 
broken lines. 

As we said earlier, any complete (but not yet fully com­
plete) pattern will have at least n - 1 lines in it (after we have 
already determined the n magnitudes of the amplitudes). 
Since the closing of each loop in a pattern requires one appro-
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priately chosen line, it is clear that, from the point of view of 
eliminating discrete ambiguities, the most economical com­
plete (but not yet fully complete) set is one large open chain 
including all amplitudes, since in that case just one addi- . 
tional measurement can eliminate all discrete ambiguities. 
The least economical set is the one with a "porcupine" dia­
gram in which all n - 1 lines emanate from the "anchor" 
amplitude and connect it with each of the other n - 1 ampli­
tude points. In that case, we need !(n - 1) additional bicoms 
to close all chains into loops if n is odd, and !n if n is even. 

In order to complete the proof, all we have to remark 
now is that the whole argument above could have been made 
with "real" and "imaginary" (or "solid" and "broken") in­
terchanged. For example, in connection with an all-broken 
(rather than all-solid) chain, we would have, instead of Eq. 
(1), 

{ tPi } {tPj } { tP, } { tP. } (8) 
1r - tPi + 1r - tPj + ... + 1r - tP, + 1r - tP. ' 

etc. It is for this reason that criterion B calls for an odd 
number of solid lines as well as an odd number of broken 
lines. 

This completes the demonstration of the validity of the 
criteria for a fully complete set ofbicoms. The criteria give a 
simple and general prescription for how to augment an al­
ready complete set into a fully complete one when we deal 
with measurements of infinite accuracy. As mentioned ear­
lier, the prescription also gives the minimal augmentation 
needed when we take into account experimental errors. The 
maximal augmentation in such a case has not much mean­
ing, because clearly measurements with very large errors 
may serve no purpose at all. Even in somewhat better situa­
tions the judgment of whether a discrete ambiguity is elimin­
ated or not will depend on judgments on what differences in 
chi-squares are found convincing. Nevertheless, the proce­
dure outlined in this discussion pertaining to exact measure­
ments also serves as a guide for the analysis of measurements 
with finite uncertainties. 
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ERRATA 

Erratum: On the hydrodynamic self-similar cosmological models [J. Math. 
Phys. 24, 2532 (1983)] 

L. K. Chi 
Computer Science Department, United States Naval Academy, Annapolis, Maryland 21402 

(Received 1 October 1984; accepted for publication 12 October 1984) 

The first equation of Eqs. (1) should read 

ap +v ap = _ ~~(rv). 

Also, the correct value of the constant 170 is 1/611', instead of 
the value i 11' quotated in the paper. 

at ar r ar All other equations and results remain unaltered. 

Erratum: Higher-dimensional Riemannian geometry and quaternion and 
octonion spaces [J. Math Phys. 25, 347 (1984)] 

J. W. Moffat 
Department of Physics, University of Toronto, Toronto, Ontario, Canada M5S lA 7 

(Received 3 October 1984; accepted for publication 12 October 1984) 

Equation (2.7) should read: 

{J-I = ~O'(ABJ e1(X)[ ~eBA (x) - eB!1 r~A]' (2.7) 
2 ax-I 
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